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 In the present study, a method to increase the recognition accuracy of Gurmukhi (Indian 

Regional Script) Handwritten Digits has been proposed. The proposed methodology uses a 

DCNN (Deep Convolutional Neural Network) with a cascaded XGBoost (Extreme Gradient 

Boosting) algorithm. Also, a comprehensive analysis has been done to apprehend the impact 

of kernel size of DCNN on recognition accuracy. The reason for using DCNN is its 

impressive performance in terms of recognition accuracy of handwritten digits, but in order 

to achieve good recognition accuracy, DCNN requires a huge amount of data and also 

significant training/testing time. In order to increase the accuracy of DCNN for a small 

dataset more images have been generated by applying a shear transformation (A 

transformation that preserves parallelism but not length and angles) to the original images. 

To address the issue of large training time only two hidden layers along with selective 

cascading XGBoost among the misclassified digits have been used. Also, the issue of 

overfitting is discussed in detail and has been reduced to a great extent. Finally, the results 

are compared with performance of some recent techniques like SVM (Support Vector 

Machine) Random Forest, and XGBoost classifiers on DCT (Discrete Cosine Transform) 

and DWT (Discrete Wavelet Transform) features obtained on the same dataset. It is found 

that proposed methodology can outperform other techniques in terms of overall rate of 

recognition. 
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1. INTRODUCTION 

 

Accurate recognition of handwritten characters is one of the 

most challenging yet essential tasks when it comes to 

interfacing with an AI system. Due to unpredictable variations 

in handwritten characters, shallow machine learning 

techniques are not able to give satisfactory performance. Since 

the last decade the field of deep learning has gained immense 

popularity for handwriting recognition. Several improvised 

deep learning algorithms [1-4] have been reported in the 

literature, which exhibit state of the art performance in most 

applications. But still, there are some issues with these 

networks which need to be addressed. A detailed survey [5] on 

deep learning algorithms reflects number of issues and 

challenges associated with applications. For instance, time 

consumed in training the network is considerably large and 

also these algorithms have barely at par performance with 

other shallow networks when used with small datasets. Hence 

the only choices are either to collect large datasets every time 

or to train network again and again with same dataset which 

might lead to overfitting. In fact several attempts have been 

made to resolve these issues [6-8] but they all have led to 

comparatively complex architectures. Moreover, there are 

around 4000 languages that have written formats completely 

different from each other; hence same approach may not be 

able to give satisfactory performance for all of them. This can 

be observed from the modifications done in deep learning 

algorithms to customize them to recognize some regional 

languages [9-12]. Therefore it is always desirable to design a 

deep learning based methodology which can be trained with 

small dataset for accurate recognition of specific language. 

Before the advent of deep learning algorithms, the most 

undesirable and time consuming task in handwritten digit 

recognition was extraction of features. One has to analyse the 

data thoroughly again and again to make sure that the extracted 

features are good enough to build an accurate classifier. 

Researchers had to spend months on just this part causing the 

focus being diverted from the actual problems in hand. But 

with the breakthrough made by Hinton et al. [13], a new 

methodology came into existence addressing the issue of 

feature extraction in a quite efficient way. Instead of manually 

extracting the features one can exploit the benefit of an 

unsupervised learning algorithm, by training it layer by layer 

and let it learn a deeper representation of the data.  

Basically, a deep network is a network connected by highly 

varying functions which adapt continuously during the 

training unless they attain an optimal representation. The 

biggest benefit of using deep learning is that network is free to 

learn the best representation of data. Hence, instead of making 

estimation, these deep learning algorithms rely upon 

mathematical equations to converge at a point which humans 

cannot reach manually. Therefore deep learning algorithms 

can offer a promising solution for problems involving 

recognition of handwritten characters. For this purpose, a deep 

learning based methodology should be devised which can be 

trained efficiently even with small dataset for accurate 

recognition of specific language. 
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1.1 Contributions 

 

The contributions made by this paper are mentioned as 

follows: 

1. Comparative analysis of shallow networks based on DCT 

and DWT features followed by polynomial SVM classifier 

with DCNN network which are used to extract highly accurate 

deep features followed by softmax classifier. The dataset used 

to train the DCNN is a very small dataset consisting of 960 

images only. 

2. Initially a small dataset has been used for implementing 

DCNN. But DCNN generally give exceptional result for larger 

datasets. The original dataset is expanded by introducing shear 

to get large dataset. The reason for introducing shear is quite 

logical. When a person writes a specific character again, then 

some rotation and size variation of character can be easily 

observed. This ensures that the data generated is as close to 

real time data as possible. 

3. Finally, a selectively cascaded XGBoost Classifier has 

been used along with softmax classifier on the features 

extracted from the DCNN to improve the recognition rate.  

4. This work presents a new approach to increase the 

accuracy of an algorithm on a very small dataset without 

making the network more complex and time consuming.  

 

1.2 Paper organisation 

 

In Section 2 of this paper a detailed overview of the work 

done on handwritten numerals recognition with a focus on 

Gurmukhi digits is given in which many states of the art 

algorithms are mentioned along with their contributions. In 

Section 3, problem statement is given discussing the issues in 

pre-existing algorithms followed by the Section 4 in which the 

complete methodology is given to overcome the issues. Then 

in section 5 the experimental set up, implementation of 

algorithm and final results along with comparisons are 

mentioned. 

 

 

2. LITERATURE REVIEW 

 

Punjabi language (Gurmukhi Script) is the 10th most widely 

spoken language in the world. But the work done on Punjabi 

handwritten character recognition is comparatively less. Also 

the work being done in Punjabi is quite less accurate and lacks 

any futuristic perspective. This work is centred on Punjabi 

handwriting recognition so an overview of the work reported 

in the literature on Punjabi handwriting recognition is given 

below followed by the work being done recently in other 

languages. 

Kumar and Singh [14] have elaborated that the scanned text 

image is a non-editable image. In this work a basis for an OCR 

(Optical Character Recognition) consisting of pre-processing, 

segmentation and then recognition is given. They have 

formulated an approach to segment the scanned document 

image. As per this approach, the whole image is initially 

considered as one large window, which is broken into small 

windows giving lines. Once the lines are identified then each 

window consisting of a line is used to find a word present in 

that line and finally on characters. Jindal and Sharma [15] have 

discussed the grading of writers. It has been accomplished 

based on statistical measures of distribution of points on the 

bitmap image of characters. The features that have been used 

for classification were based on zoning, which can uniquely 

grade the characters. The complete data sets used in their work 

consisted of hundreds of different Punjabi handwritten 

characters. The zoning used was diagonal, directional, 

intersection and open end points feature extraction techniques 

along with k-NN(k-nearest Neighbour), HMM(Hidden 

Markov Model) and Bayesian decision making classifiers for 

classification. 

Singh et al. [16] have compared the features obtained from 

distance profiles, projection histograms, zonal density and 

BDD (Background Directional Distribution) along with and 

SVM (Support Vector Machine) as classifier. Authors have 

also used pre-processing and noise removal in order to obtain 

better results. 

Singh et al. [17] have discussed a way of organizing the 

features under four strategies specific to Punjabi language. The 

authors have focused on distance profile features, projection 

histogram features and zoning densities hybrid Features. 

Further they have discussed the zoning of the handwritten data 

i.e. they considered dividing the Punjabi handwritten data into 

three zones namely Upper Zone, Middle Zone, and Lower 

Zone. They demonstrated that the wise use of features can lead 

to improvement in accuracy. But due to lack of sufficient 

datasets authors were not able to give any solid base to their 

theory. Deore and Pravin [18] have focused on significance of 

Histogram oriented gradient features and along with that they 

have used an ensemble of classifiers consisting of SVM, K-

Nearest Neighbour(K-NN) and Neural Network (NN). This 

ensemble has greatly improved the recognition accuracy of the 

entire system 

Punjabi handwritten characters were recognized using 

wavelet based features along with consideration of three zones. 

The features were obtained through DWT (Discrete Wavelet 

Transform) decomposition using various wavelet coefficients 

[19]. There are various wavelet families to choose from, so in 

this work authors have used several families and then 

compared accuracies achieved from each family and its 

variants. Similar method was followed by Kumar et al. [20] 

for performance comparison of DWT, DCT, and FFT (Fast 

Fourier Transforms). Similar shallow algorithms have been 

implemented by researchers in articles [21, 22]. After taking 

into consideration one can conclude the work done on Punjabi 

character recognition is not at par with the work being reported 

on other languages. It can be verified from Ahmed et al. [23] 

as well that if a large amount of work has been implemented 

for Arabic character recognition, then it is important to 

advance the work on other languages like Gurmukhi. 

Therefore it is need of the hour to investigate state-of-the-art 

technologies for accurate recognition of handwritten 

characters of Gurmukhi. 

Li et al. [4] have used deep Convolutional neural networks 

in order to obtain high recognition rate on MNIST (Modified 

National Institute of Standards and Technology database) 

handwritten benchmark data. The authors have used multiple 

convolutional, normalization, Max pooling and RELU 

(Rectified Linear Unit) layers. Their work explored the 

connectivity of different layers to determine the knowledge 

being learnt by the algorithm. These changes remarkably 

increased the depth of the network thereby leading to high 

recognition rate. Again in O’Shea [2] have shown a further 

improvement in recognition rate by using restricted 

Boltzmann machines (A Generative network capable of 

learning probability distribution of data) on the same dataset. 

The main contribution of their work is optimized number of 

neurons to be used in each layer. As the number of layers and 
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number of neurons in each layer are increased beyond certain 

values, then only a marginal improvement in the learning 

capability of the algorithm can be achieved. Similar 

observations were made in work done by Ciresan et al. [3]. But 

with increase in number of layers and neurons, more time is 

consumed in training and testing, thereby making them less 

suitable for real time applications.  

After going through the existing literature on work under 

consideration one reaches to a conclusion that there is a dire 

need to improve pre-existing algorithms over various concerns. 

One is that earlier shallow networks were being used to 

classify handwritten digits and they are dependent on 

manually extracted features. These manually obtained features 

cannot give accuracy beyond a certain point. If a researcher 

claims to have achieved high accuracy using these features 

then obtained results would be somewhat biased and will not 

give similar results on other datasets.  

Above mentioned remark is also valid for applications other 

than handwritten character recognition. There are several 

implementations reported by researchers on applications from 

different fields substantiating the validity of above mentioned 

remark. To state a few examples, work done on medical image 

classification by Neelapu et al. [24], on facial recognition done 

by Benkaddour and Bounoua [25] and on emotion 

classification done by Demircan and Örnek [26]. Hence, one 

ought to switch onto deep learning techniques. But in deep 

learning techniques there are even more complex architectures 

which require a large amount of data in order to learn a general 

representation. Moreover, there are issues like increased 

training/testing time and overfitting in these algorithms. In 

addition, the data requirement of deep learning algorithms is 

quite high. So there is a need to reduce the extent of overfitting 

and training time by making the deep neural network simpler 

and at the same time maintaining a high recognition rate for 

small datasets. Keeping these issues in view, researchers are 

trying to design an algorithm that can process the signal faster 

in comparison to the other networks [2-4] and also gives 

reasonably good classification accuracy for small datasets. 

 

 

3. METHODOLOGY 

 

In this work at first some shallow models have been 

implemented using DCT and DWT Features followed by SVM, 

Random Forest and XGBoost classifiers. The issue with 

shallow models is that they cannot learn the in-depth 

representation of data. Their performance greatly depends on 

features and they are as good as the features that are being 

extracted. Keeping this limitation in view, a deep learning 

network DCNN has been implemented and the results thus 

obtained have been compared with that of shallow networks. 

Later same deep learning algorithm have been implemented 

with some modifications so as to get satisfactory performance 

even for small datasets. In the subsequent sub-sections, a brief 

introduction is given for techniques which are part of the 

proposed methodology. 

 

3.1 DCT features with SVM classifier 

 

DCT features have shown great potential when it comes to 

handwritten character recognition task. This is the main reason 

that these transforms have been chosen to convert data images 

into its elementary frequency components. The DCT has a 

significant property that it can present most significant 

information in the image in terms of just a few coefficients. 

After the DCT features have been obtained, they are fed into 

SVM for classification of handwritten digits. 

 

3.2 DWT features with SVM classifier 

 

DWT features are the state of the art features which 

segregate the image into low and high frequency coefficients, 

a by applying sub-band decomposition and sophisticated 

thresholding. The real operation is of course more discrete and 

complex than that. For current implementation it is sufficient 

to understand that the image will have the noise reduced and 

sharpness increased, as only high frequency coefficients of the 

transformation are being considered. The DWT features thus 

obtained are used to train SVM, Random Forest, and XGBoost 

classifiers for classification of handwritten digits.   

 

3.3 Random forest classifier 

 

One of the good performing machine learning algorithms is 

decision tree based classifier. These classifiers have the ability 

to make decisions based on features provided to it. Random 

forest is an ensemble of several trees and has been designed to 

aggregate the result of each tree under consideration before 

declaring the classification result. The main reason for 

excellent performance of Random forest is because it uses 

ensemble techniques which are able to remove the overfitting 

to a great extent. It was proposed by Breiman [27] and since 

then several researchers [28-31] have reported its superior 

performance for handwriting classification. 

 

3.4 DCNN with Softmax classifier 

 

CNN (Convolutional neural networks) are based on 

recognizing visual structures. The main feature of 

convolutional networks is that they take advantage of local 

connectivity between neurons. The main advantage of 

convolutional neural network is that they can obtain 

translational invariance because the neurons with same 

parameters are applied on the segment of images. Then LeCun 

et al. [32] applied backpropagation using error gradient which 

resulted in a great deal of improvement in the recognition rate. 

The CNN networks used here consist of MaxPooling with 

convolutional layer along with ReLU (Rectified Linear Unit) 

as activation. Two of these layers have been included which 

are trained one by one using Greedy layer wise training 

approach. And then normalization is used followed by another 

layer consisting of 300 neurons which are finally connected to 

the output layer. For classification Softmax regression is used. 

The DCNN architecture with Softmax classifier used in this 

work is shown in Figure 1. 

 

 
 

Figure 1. Architecture of DCNN with Softmax classifier 
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3.5 XGBoost 

 

XGBoost algorithm is based on the greedy function 

approximation suggested by Friedman [33]. This tree boosting 

system was suggested by Chen and Carlos [34]. Gradient 

boosted trees have been there for a very long time but the 

results given by XGBoost are better in comparison to other 

boosted trees. The reason behind the superior performance of 

XGBoost is that it is able to capture the complex data 

dependencies using effective statistical models and secondly it 

has a scalable learning system that learns the appropriate 

model from large datasets. This system not only gives state-

of-the-art recognition rate but also runs ten times faster than 

existing algorithms. Training loss and regularization are two 

objective functions in XGBoost where regularization function 

tries to control overfitting. 

There is a large similarity between Random Forest and 

gradient boosted architecture with one main distinction i.e. 

they are trained in different ways. In XGBoost an additive 

training step is included which is used in fixing, what has been 

learned previously. Also it is not easy to train all the trees at 

once hence an additive strategy is used in XGBoost trees 

where a tree is added at a time. So additive training is what 

makes it so effective in recognition tasks. XGBoost also 

calculates the model complexity and the structure score to 

measure effectiveness of a tree structure. All these merits 

make XGBoost top of the line algorithm and for this very 

reason it is being used in the proposed methodology.   

 

3.6 Proposed architecture for DCNN 

 

Based on the study of DCNN with softmax classifier one 

ought to reach a conclusion that if another layer is added to the 

network in order to improve the overall recognition rate, the 

training time will increase tremendously. Hence, instead of 

adding an extra layer of neural network only selective 

cascading of old network with XGBoost algorithm has been 

done. This will not only increase the overall classification 

accuracy but also will keep in check the training and testing 

time. The proposed architecture is discussed in detail below. 

The architecture of proposed method consists of features of 

both DCNN and XGBoost algorithms. It has already been 

established that the accuracy of DCNN with softmax classifier 

is very high even on the small dataset. Even some of the 

numerals are perfectly classified but a very few have poor 

classification accuracy. In case of XGBoost classifier the 

classification rate is relatively low, when it comes to 

classifying all the 10 numerals. But there are few classes in 

which recognition rate of XGBoost classifier is better than 

softmax classifier.  

Whenever the softmax classifier gives an output which 

belongs to the highly misclassified numerals the features 

obtained from the DCNN will be fed into XGBoost. Then 

output of XGBoost is compared with that of softmax classifier 

in terms of recognition accuracy and better response is chosen. 

In this way the XGBoost is made to compensate where the 

softmax classifier is lacking thereby improving overall 

recognition rate. The architecture of selectively cascaded 

DCNN with XGBoost classifier is shown in Figure 2. 

But it needs to be remembered that XGBoost is a tree 

classifier and when it is used as a cascaded classifier with more 

number of classes it will become less robust hence it will be 

difficult to maintain the accuracy.  

In order to test the performance of pre-existing algorithms 

and proposed algorithm a large dataset is required. The dataset 

used in this work contains handwritten numerals in Gurmukhi 

Script. The detail of the dataset used in this work is described 

in the next sub-section. 

 

 
 

Figure 2. Proposed algorithm 

 

3.7 Data set 

 

The data set used in this work is collected locally from 24 

individuals where each individual has written all the ten digits 

four times, thereby making total 960 samples. First of all the 

images are scanned in grey-scale format and all the numerals 

were cropped from the boxes, a sample of which is shown in 

the Figure 3. 

 

 
 

Figure 3. A sample of format used for data collection 

 

Once the dataset is created, the next step is to divide this 

into smaller datasets and earmark them for training, validation 

and testing. This division is different for shallow networks and 

deep learning networks as shown in Table 1 and Table 2. 

 

Table 1. Division of data for shallow networks 

 
Category 

of Data 

Image 

dimensions 

Appended Image 

Dimensions 

No. of 

images 

Training/ 

Validation 
80 x 80 1 x 6400 86x10=860 

Testing 80 x 80 1 x 6400 10x10=100 

 

Table 2. Division of data for DCNN 

 
Category 

of Data 

Image 

dimensions 

Appended Image 

Dimensions 

No. of 

images 

Training 80 x 80 1 x 6400 76x10=760 

Validation 80 x 80 1 x 6400 10x10=100 

Testing 80 x 80 1 x 6400 10x10=100 
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As it is well known fact that deep architectures work well 

only when data available is huge so in order to increase volume 

of dataset, shear is introduced in the images. Each image is 

replicated ten times by introducing shear in them a sample of 

which is shown in Figure 4. In this way the new dataset is 

having total 960 x 11(10 images generated by introducing 

shear and 1 original) images. During this process of expansion, 

the data set is divided into three parts namely Train, Validate 

and Test datasets. There are 96 original images for each 

numeral, out of which first 76 images are taken as training 

images, next 10 as validation images and remaining 10 as test 

images. For expanded dataset, there is 76x10x11(no. of 

samples of each numerals x no. of numerals x sheared images) 

training samples and 10x10x11 validation and test samples. 

The dimensions of images were kept to be 80 x 80. The final 

dataset consists of only complement of all images, a sample of 

which is shown in Figure 5. 

 

 
 

Figure 4. Images after shear was introduced 

 

 
 

Figure 5. A sample of original image and its complement 

 

The reason for taking a complemented image is that black 

is numerically represented as 0 and white as 255 on grey scale. 

It can be observed that almost all of the image consists of 

maximum white pixels, which can lead to increased 

computational complexity. Therefore in order to reduce the 

number of calculations the image is complemented and then 

fed into the algorithm. Then the complete image was appended 

in a single row format and written into an excel csv (Comma 

Separated Value) file. The final division of expanded dataset 

is mentioned in Table 3. 

 

Table 3. Division of dataset after introducing shear 

 
Category of 

Data 

Image 

dimensions 

Appended Image 

Dimensions 

No of 

images 

Training 80 x 80 1 x 6400 8360 

Validation 80 x 80 1 x 6400 1100 

Testing 80 x 80 1 x 6400 1100 

 

 

4. EXPERIMENTAL SETUP, EXECUTION AND 

RESULTS 

 

4.1 Experimental setup 

 

The algorithms mentioned in section - 4 were implemented 

on a computer with i7-4770, 3.4GHz processor, 12GB of 

DDR3 RAM and 500 GB hard disk with Ubuntu 15.04 

operating system platform. The language used for 

programming is Python.  

 

4.2 Executing shallow networks and DCNN on original 

dataset 

 

Initially the algorithms are implemented on original dataset 

consisting of 960 images. The dataset details are mentioned in 

Table 1 and Table 2 and results are summarised in Table 4. 

From this Table, it can be observed that accuracy of SVM 

with DWT features is higher than SVM with DCT features, 

henceforth work only with DWT features will be considered 

for comparison. Among SVM, Random Forest and XGBoost 

accuracy of Random forest is inferior, therefore it will also be 

not considered for further analysis. Main observation here is 

that even for a small dataset the accuracy of DCNN is highest 

but with only a small margin. The reason behind this is the lack 

of a larger dataset, which could have helped in training the 

network up to a point of convergence thereby producing a 

more generalised representation of data. So in order to increase 

the accuracy a detailed analysis of DCNN for expanded dataset 

is given in the upcoming sections so that better recognition 

accuracy can be obtained. 

 

Table 4. Recognition accuracy for various techniques 

 
Classification Technique 

SVM with DCT SVM with DWT  Random Forest with DWT XGBoost with DWT  DCNN 
Performance Parameters 

Training Accuracy(%) 97.45 98.49 100 100 100% 

Validation Aaccuracy(%) 94.31 96.52 93.26 94.27 97.91% 

Testing Aaccuracy(%) 91.375 94.475 92.25 94.5 94.8% 

Training Time(s) 852 721 245 311 1827 

Testing Time(ms) 7.0 7.0 1.1 1.2 7.0 

 

4.3 Executing the DCNN algorithms over expanded dataset 

 

In order to increase recognition accuracy initially collected 

data is expanded by introducing shear into them, as already 

described in previous sections. After introducing shear the 

training data with dimensions 8360 x 6400 and validating data 

with dimensions 1100 x 6400 are fed into the algorithm. 

Initially the features will be obtained by training DCNN. As 

DCNN uses an unsupervised learning model for training, the 

network can learn highly varying non-linear features i.e. in 

depth representation of data. Here in depth representation of 

data actually refers to the count of composition layers for 

learning non-linearity in the functions. But it must also be 

taken into consideration that higher order of nonlinearities 

may also lead to higher extent of overfitting. Therefore an 

equivalent representation is to be learned so that when new 

entries/data occur they can also fit suitably in the already 

trained model. Keeping this point in focus, training data, 
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validation data and test data all are made mutually exclusive 

by using handwritten characters from different persons. Also 

this property of data is maintained by introducing shear in the 

images only after separating the original 960 images into three 

parts namely training, validation and testing sets. 

The DCNN used in this work have two hidden layers. More 

hidden layers can be added but it will only increase the 

training/testing time and complexity of the network as well as 

overfitting which are most undesirable parameters in a deep 

learning algorithm. The detailed architecture of DCNN is 

mentioned in the Table 5. 

 

Table 5. Detailed architecture of DCNN 

 
Parameter Batch 

Size 
Neurons Activation  MaxPooling 

Stage 

Layer 1 209 30 RELU 2 x 2 

Layer 2 209 30 RELU 2 x 2 

Dense 

Layer 
209 500 RELU - 

 

The data is presented to the DCNN in batches of size 209 

and this process is repeated 10 times (10 epochs). First hidden 

layer consists of 30 neurons and kernel of variable size is 

swept across the whole image after that activation function 

RELU is applied followed by 2 x 2 max pooling. The same 

processing steps are applied on a second hidden layer 

consisting of 30 neurons. Also a part of validation data (100 

out of 1100 images) is included with the training data during 

learning procedure to investigate the extent of overfitting. The 

same accuracies on validation data and the test data ensures 

that network has learned perfect equivalent representation of 

handwritten Gurmukhi numerals.   

Once the network completes its training the initial 6400 

features are reduced to only 500, to reduce the computation 

complexity during validation and testing. Now with these 

convolved deep features, validation and test data are presented 

to a softmax classifier for calculation of respective recognition 

accuracy. The impact of kernel size on total training time and 

recognition accuracy is also investigated, a summary of which 

is presented in Table 6. It is found that in all cases the 

recognition rate on training data remains to be 100%. A 

comparison of recognition rate with kernel size is mentioned 

in the next part of this section. The reason behind varying 

kernel size is to reduce the extent of overfitting. 

From Table 6, it is clear that validation rate is highest for 

kernel size 20 x 20 but at the same time testing accuracy is low 

giving an indication of more overfitting. Whereas, minimum 

overfitting is achieved for kernel size 25 x 25 and at the same 

time highest testing accuracy is observed, therefore this kernel 

size can be declared as optimum size. As it can be clearly 

observed that the optimal kernel size is far greater than kernel 

sizes (3x3 and 5x5) considered in majority of the work 

reported in the literature. But the values of testing accuracy 

and overfitting are far away from the acceptable range. 

After the optimal kernel size has been identified the 

classification results are imported in the form of confusion 

matrix for investigation of class-wise accuracies. These 

confusion matrices are shown in Table 7(a) and 7(b). 

From the Table 7(a) it can be observed that for validation 

data overall correctly classified numerals are 1083 out of 1100 

which means the recognition accuracy is 98.45% and the time 

spent in classification is 78 seconds. 

For test data overall correctly classified numerals are 1066 

out of 1100 which means the recognition accuracy is 96.91% 

and misclassified numerals are 34 out of 1100 this means that 

error rate is 3.09% and the time spent in classification is 78 

seconds. 

Also the difference in recognition rate of validation data and 

test data is 1.54% which can be attributed to the fact that 

overfitting could not be removed completely while taking 

optimum kernel size. The reason for high recognition rate in 

case of validation data is that a part of validation data was fed 

to algorithm during the training phase hence the network 

learned the data specific representation instead of a 

generalized representation. 

It can also be observed from the confusion matrix in Table 

7(b) that the highest rate of misclassification is among the 

numerals 1 and 2 of Gurmukhi script and both are being 

misclassified as numeral 7. Therefore in order to improve 

classification accuracy among misclassified classes proposed 

algorithm will be executed. As per proposed methodology, 

XGBoost is trained along with the features obtained by DCNN. 

Due to this additional training step, the training time of 

proposed method is more than that of DCNN. 

Then the same procedure for classification is repeated with 

a minor change i.e. whenever the softmax predicts that the 

numerals is either 1 or 2 or 7 the features obtained by DCNN 

are fed into the XGBoost classifier to crosscheck this 

prediction. Now XGBoost has to classify these highly 

misclassified numerals from the 330 validation and test images. 

The recognition rates for numerals 1, 2 and 7 before and after 

applying the proposed algorithm are summarised in Table 8 

for comparison purpose. 

This table clearly indicates an increase of 6.66% in the 

recognition rate for 1, 2 and 7 test numerals thereby improving 

the overall recognition rate. The comparison of recognition 

rates for all numerals is given in Table 9. 

From Table 9, it can be clearly observed that the testing 

accuracy has improved for proposed algorithm with marginal 

increase in testing time. Also the increase in accuracy of 

DCNN for increased dataset is quite large when compared to 

that of shallow networks. Therefore the proposed algorithm is 

able to outperform pre-existing DCNN with softmax classifier 

and other conventional techniques like shallow networks. 

 

Table 6. Variation in validation/testing accuracy, overfitting and Training/Testing time 

 
Kernel 

Size 

Training 

Accuracy 

Validation 

Accuracy 

Testing 

Accuracy 

Extent of 

Overfitting 

Training 

Time(seconds) 

Validation/Testing 

Time(seconds) 

5 x 5 100 % 94.55% 88.73% 5.82% 2374 13 

10 x 10 100 % 94.91% 91.27% 3.64% 4146 23 

15 x 15 100 % 98% 91.73% 6.27% 7231 38 

20 x 20 100 % 99.18% 92.82% 6.36% 10607 55 

25 x 25 100 % 98.45% 96.91% 1.55% 20087 78 

30 x 30 100 % 97.73% 91.27% 6.46% 32317 106 
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Table 7(a). Confusion matrix for validation data 

 

Actual Numeral Class 

Predicted Numeral Class 

 0 1 2 3 4 5 6 7 8 9 

0 110 0 0 0 0 0 0 0 0 0 

1 0 110 0 0 0 0 0 0 0 0 

2 0 0 102 0 0 0 0 8 0 0 

3 0 0 7 103 0 0 0 0 0 0 

4 0 0 0 0 110 0 0 0 0 0 

5 0 0 0 0 0 110 0 0 0 0 

6 0 0 0 0 2 0 108 0 0 0 

7 0 0 0 0 0 0 0 110 0 0 

8 0 0 0 0 0 0 0 0 110 0 

9 0 0 0 0 0 0 0 0 0 110 

 

Table 7(b). Confusion matrix for test data 

 

Actual Numeral Class 

Predicted Numeral Class 

 0 1 2 3 4 5 6 7 8 9 

0 110 0 0 0 0 0 0 0 0 0 

1 0 97 0 0 0 0 0 13 0 0 

2 0 0 90 1 0 0 0 19 0 0 

3 0 0 0 110 0 0 0 0 0 0 

4 0 0 0 0 110 0 0 0 0 0 

5 0 0 0 0 0 110 0 0 0 0 

6 0 0 0 0 0 0 110 0 0 0 

7 0 0 0 0 0 0 0 110 0 0 

8 0 0 0 0 0 0 0 0 110 0 

9 0 0 0 0 0 0 0 0 1 109 

 

Table 8. Comparison of accuracy for numerals 1, 2 and 7 

 
Classification Technique 

DCNN Proposed Algorithm 
Performance Parameters 

Training Accuracy 100% 100% 

Validation accuracy 97.57% 99.1% 

Testing accuracy 90% 96.66% 

 

Table 9. Comparison of overall accuracy 

 
Classification Technique 

SVM with DWT features XGBoost with DWT features DCNN Proposed Algorithm 
Performance Parameters 

Training Accuracy(%) 99.06 100 100 100 

Validation accuracy(%) 97.3 97.5 98.45 100 

Testing accuracy(%) 95.46 96.18 96.91 98.91 

Training Time(s) (%) 7964 2984 20087 21332 

Testing/Validation Time per digit(ms)(%) 7.0 1.2 7.0 7.1 

 

 

5. CONCLUSION 

 

The proposed methodology has shown significant 

improvement in the classification accuracy in comparison to 

that of the pre-existing algorithm and that too with negligible 

increase in training/testing time. It is important to note here 

that this improvement is obtained for a comparatively small 

dataset. The results mentioned in this work have clearly 

established that even for smaller dataset deep learning based 

techniques can perform better that shallow algorithms. All we 

need is an appropriate synthetic method for data replication for 

reliable expansion of small dataset. Therefore it can be 

concluded that proposed methodology has performed 

extremely well surpassing SVM, Random Forest and 

XGBoost with DCT and DWT features. This work also 

presents the comprehensive analysis for finding optimal kernel 

size so as to have the best trade-off between accuracy and 

testing time. One of the factors contributing to good accuracy 

can be high resolution images in the dataset along with large 

kernel size. A significant decrease in overfitting is also 

observed which has led to an increase in overall accuracy.  
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