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Acoustic Echo Cancellation (AEC) is a topic that has received a great interest in recent years. 

However, a significant challenge remains with the problem of double-talk especially when 

the adaptive filter has a fast convergence rate. In this case, the double-talk detector (DTD) 

must reply in early stage and halt updating of the adaptive filter in order to avoid filter 

coefficients divergence. Indeed, a complex and inappropriate DTD can seriously affect the 

convergence rate of the adaptive filter and global performances of the AEC system. In this 

paper, an implementation of a simple and efficient DTD based on a recursive estimation of 

the decision variable which is resulting from the level comparison between far-end and 

microphone signals is proposed. The presented algorithm is then compared with the 

normalized cross-correlation (NCC) method which is taken as a reference in this work. In 

the simulation tests, the recursive least squares (RLS) algorithm is used to update the 

adaptive filter coefficients. The speech signals used in the tests are taken from the TIMIT 

database.  

Keywords: 

AEC, DTD, RLS, Geigel algorithm, NCC, 

recursive estimation 

1. INTRODUCTION

In the last years, research on acoustic echo cancellation 

(AEC) has become very popular, particularly with the large 

use of teleconference and hands-free communication systems 

[1-4]. The first echo cancellers researches appear for the first 

time in 1967. Afterwards, many developments have been 

attempted in order to increase performances and reduce 

computational complexities [5-9]. AEC systems essentially 

based on adaptive filters, can be classified into two main 

categories, least mean squares (LMS) algorithms and recursive 

least squares (RLS) algorithms. Compared to LMS, RLS 

proved its effectiveness in terms of convergence rate at the 

cost of increasing computational complexity [10-14]. The 

performance of RLS algorithms can be controlled using two 

parameters: forgetting factor λ and regularization term Δ [15]. 

One of the main components of AEC systems based on 

adaptive filters is the double-talk-detector (DTD). The 

properties of this device play an important role in the global 

system performance. It is used to halt updating of the adaptive 

filter during the presence of near-end speech which can 

seriously affect the filter adaptation and causes its divergence. 

However, a reliable DTD must distinguish between a double-

talk (DT) situation, and any change occurred in the echo-path. 

In the literature, many solutions have been proposed in order 

to improve the performances of DTDs [16-20]. These 

solutions are based on different mathematical formulations 

and using different techniques. The purpose has been often the 

improvement of the performances without attributing 

importance to the computational complexity of the DTD. 

Many other methods based on combined adaptive filtering 

have been attracting considerable attention in the field of 

acoustic echo cancellation. These methods are based on 

another strategy of echo cancellation without DTD, which 

retains the advantages of both fast convergence rate and small 

steady-state misalignment. Furthermore, they suffer from the 

same problems encountered in this field and consume more 

computing time [21, 22]. 

In this work, we are interested to solve the problem 

produced by the acoustic echo in case of double-talk periods 

based on DTD. We present here a new algorithm based on a 

recursive estimation of the decision variable resulting from the 

far-end signal to the microphone signal ratio. The main 

properties of this proposed method are simplicity, efficiency, 

and low computational complexity. To demonstrate these 

performances, a comparison with the normalized cross-

correlation (NCC) is presented. NCC method is taken in this 

work as a reference because of its high efficiency and 

robustness [23]. 

The remainder of the paper is organized as follows: Section 

2 presents the general concept of acoustic echo canceller and 

the theoretical background of RLS algorithms. Section 3 

details the different algorithms used in this study. The 

simulation results are given in Section 4. Finally, the section 5 

concludes the paper. 

2. ACOUSTIC ECHO CANCELLATION

2.1 General concept 

The purpose of acoustic echo canceller is to remove as much 

as possible the echo due to the acoustic coupling between 

loudspeaker and microphone in a hands-free communication 

system. In practice, the echo signal y(n) is the result of the 

passage of far-end signal x(n) through the echo-path. It is 

picked up with the near-end signal v(n) by the microphone. 

The microphone signal denoted d(n) is derived as follows: 
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where:  

hT=[h0 h1…hL-1]: is the impulse response of the echo-path 

with a tap-length L. 

𝑥𝐿
𝑇(𝑛) = [𝑥(𝑛) 𝑥(𝑛 − 1) . . . 𝑥(𝑛 − 𝐿 + 1) ] : is the 

vector of L past samples of the far-end signal.  

b(n):is the noise signal. 

The echo cancellation is carried out by subtracting a replica 

of echo from the microphone signal d(n). The estimated echo 

is a linear combination of the far-end signal x(n) with the 

adaptive filter: 
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where:  0 0 1( ) ( ) ( ) ... ( )T

Ln w n w n w n−=w  

Thereby, we get the error signal by: 
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Ideally, the error signal is almost equal to zero when the 

near-end speech is not present. With the assumption of no 

noisy environment and no changes in the echo-path, the echo 

cancellation remains a simple problem of identification. 

However, in DT periods or changes in the echo-path, the 

identification becomes more complex. In order to solve 

partially this problem, a DTD is recommended. 

 

2.2 Adaptive filtering 

 

In this work, RLS which allows updating of the filter 

coefficients is used to validate the proposed DTD [10, 13].  

The adaptive filter minimizes, at time n, the weighted least 

squares error: 
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where: 0<λ≤1, it is an exponential weighting (forgetting) 

factor. 

We present in Table 1 a summary of this algorithm. 
 

Table 1. RLS algorithm summary 

 
Parameters 

𝐿 = 𝑓𝑖𝑙𝑡𝑒𝑟 𝑜𝑟𝑑𝑒𝑟 

𝜆 =  𝑓𝑜𝑟𝑔𝑒𝑡𝑡𝑖𝑛𝑔 𝑓𝑎𝑐𝑡𝑜𝑟 

𝛿 =  𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑝𝑎𝑟𝑎𝑚𝑒𝑟𝑡𝑒𝑟 

Initialization: 

𝑤0 = 0 

𝑃(0) = 𝛿−1𝐼 

Computation: 

𝑧(𝑛) = 𝑃(𝑛 − 1)𝑥(𝑛) 

𝑘(𝑛) =
1

𝜆 + 𝑥𝑇(𝑛)𝑧(𝑛)
𝑧(𝑛) 

𝑒(𝑛) = 𝑑(𝑛) − 𝑤𝑛−1
𝑇 𝑥(𝑛) 

𝑃(𝑛) =
1

𝜆
[𝑃(𝑛 − 1) − 𝑘(𝑛)𝑧𝑇(𝑛)] 

𝑤𝑛 = 𝑤𝑛−1 + 𝑒(𝑛)𝑘(𝑛) 

3. DOUBLE-TALK DETECTION 

 

One of the main problems of AEC systems based on 

adaptive filtering is the degradation caused by the near-end 

signal in DT periods. In this case, updating of the adaptive 

filter coefficients must be stopped by DTD to avoid divergence.  

Several methods have been proposed to design DTDs, i.e. 

Geigel algorithm [24] based on the level comparison between 

far-end and microphone signals, coherence [25], NCC 

algorithms between far-end and error signals [26], between 

far-end and microphone signals [23] and between microphone 

and error signals [27]. Many other recent methods are used, i.e. 

method based on the soft decision [28] and method based on 

the Stockwell transform [29]. 

 

3.1 Geigel algorithm 

 

Geigel algorithm is a conventional method that is widely 

used for its simplicity and its easy implementation. It is usually 

limited to network echo application, where the echo level is 

typically 6 dB below the level of far-end speech. It performs 

an amplitude level comparison between the maximum of LG 

observations of signal x(n) and the microphone signal d(n). 

Parameter LG is a constant that determines the number of past 

samples of the far-end signal used by the DTD. The decision 

variable is then defined: 
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ξG(n) is made by comparing with a suitable threshold level 

TG where its value depends on the context use of the echo 

canceller. In Figure 1 we represent an echo canceller based on 

the Geigel DTD. 

 

 
 

Figure 1. Echo canceller based on the Geigel DTD 

 

In the literature, the conventional Geigel algorithm is 

always shown as a basic method with poor performance. 

However, the NCC method has good properties and will be 

taken as a reference in this study. 

 

3.2 Normalized cross-correlation algorithm 

 

The first method based on the cross-correlation between the 

far-end signal and the error signal is proposed by Ye and Wu 

[26]. Some approximate versions of NCC are appeared in 

different articles [23, 27, 30]. Each method differs from the 

others in the DTD input signals. The method which depends 

on the cross-correlation between the microphone signal and 

the error signal [27] is used in the comparative study with our 
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proposed algorithm. We note that the performance of the 

proposed method [27] is exactly similar to the best-known 

cross-correlation based on double-talk-detector [23].  

A statistical decision ξNCC of the NCC method is given by 

[27]: 
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where: 

�̂�𝑒𝑑 = 𝐸{𝑒(𝑛)𝑑(𝑛)}, it is the cross-correlation between e(n) 

and d(n);  

�̂�𝑑
2, it is the variance of d(n). 

It should be noted that the proposed method [27] has good 

performances compared to several other methods including the 

conventional Geigel algorithm. For evaluation, we propose to 

compare this interesting method with our proposed algorithm. 

 

3.3 Proposed algorithm 

 

In this section, we present a simple method of double-talk-

detection based on a recursive estimation of the decision 

variable which is resulting from the far-end signal to the 

microphone signal ratio. The evaluation of the decision 

variable is according to the exponential recursive weighting 

algorithm [31]. 

We note this decision variable as: 
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x

Es

n

d n
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(7) 

 

with: 

 

�̂�𝑥(𝑛) = 𝛼�̂�𝑥(𝑛 − 1) + (1 − 𝛼)|𝑥(𝑛)| (8) 

 

�̂�(𝑛) = 𝛼|�̂�(𝑛 − 1)| + (1 − 𝛼)|𝑑(𝑛)| (9) 

 

where: α = 0.99 

�̂�𝑥(𝑛)and �̂�(𝑛) represent respectively the estimations of 

the last samples of far-end and microphone speech signals. 

x(n) and d(n) are respectively the current samples of far-end 

and microphone speech signals. 

𝛼, it is the exponential weighting factor. Smaller values of 

α, involve better tracking capability but to the detriment of 

estimation accuracy. For slowly time varying signals, α is 

usually chosen ≈ 1 [23]. 

The decision variable is obtained by comparison with a 

suitable threshold level T evolving adaptively in time. The 

binary decision is calculated as follows: 

If DT detected, the binary decision=1.  

If DT not detected, the binary decision=0. 

 

 

4. SIMULATION RESULTS 

 

A measured acoustic impulse response of a car cockpit is 

used in this simulation (Figure 2). It is sampled at 16 kHz with 

a tap-length of L=512 [32, 33]. Near-end and far-end signals 

of three scenarios (Sc1, Sc2, Sc3) represented in Figure 3, are 

provided from the TIMIT database [34]. In the first step tests, 

scenario Sc1 is used to compare the properties of the different 

methods. 

 
 

Figure 2. Car cockpit impulse response 

 

 
 

Figure 3. Speech signals: (a). far-end signal. (b). near-end 

signal (Sc1). (c). near-end signal (Sc2). (d) near-end signal 

(Sc3) 

 

The various parameters (λ and Δ) of the RLS algorithm are 

determined empirically after several tests where it is necessary 

to make a compromise (λ= 0.9995 and Δ=0.05). 

To evaluate the performances of the different methods, 

three criteria are used: misalignment, echo-return loss 

enhancement (ERLE) and the probability of miss detection (Pm) 

which are given as follows [29, 35]: 
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Pm, it is defined as the probability of detection failure when 

DT is present. 
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�̄�(𝑛) is the voice activity detection of far-end signal x(n). 

�̄�(𝑛) is the voice activity detection of near-end signal v(n). 

𝜙(𝑛) is the binary decision of the DTD method and N is the 

length of x(n). 

In Figure 4, misalignments are represented. The obtained 

results demonstrate the superiority of the proposed method 

compared to the two others. Slow convergence of the Geigel 

algorithm is due to its great number of false alarms. However, 

the divergence of NCC indicates its high sensitivity to the 

presence of DT situations. The proposed method presents a 

compromise of good convergence and high stability during the 

DT period. 

 

 
 

Figure 4. Misalignments evaluation with scenario Sc1 

 

Criterion of ERLE is considered as one of the most used in 

performance measurements of AEC systems. We note that 

recommendation G.131 of the International 

Telecommunications Union (ITU) requires attenuation of 

more than 40 dB in the absence of double-talk [36]. 

The obtained results presented in Figure 5 confirm the 

superiority of the proposed method with an echo attenuation 

of more than 50 dB in period A and more than 100 dB in period 

C. 

We show in Table 2 an evaluation of ERLE values obtained 

from periods (A, B, C) with scenario Sc1. 

 

 
 

Figure 5. ERLE evaluation with scenario Sc1 

 

All the previous simulations are performed with supposing 

that the echo signal is not affected by the background noise.  

In the current section, we use an independent white 

Gaussian noise added to the echo signal y(n) with different 

signal to noise ratio (SNR) defined as: 
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In Table 3, we show an evaluation of ERLE values obtained 

for the three methods in a noisy environment with scenario Sc1. 

According to the Figure 6, we observe clearly the superiority 

of the ERLE average obtained by the proposed algorithm. 

 

 
 

Figure 6. Evolution of ERLE average in a noisy environment 

with scenario Sc1 

 

The misalignments comparison in a noisy environment is 

given in Figure 7. We observe that in the majority of cases, the 

proposed algorithm proves the best performance in terms of 

convergence and small steady-state misalignment. 

In order to confirm the efficiency of the proposed algorithm, 

we will proceed to test the scenarios Sc2 and Sc3 where the 

double-talk periods are omnipresent. We present in Table 4 the 

parameter values for scenarios (Sc2, Sc3), parameter values of 

ERLE obtained in a noisy environment with scenario Sc1 and 

Sc2. We observe that the proposed algorithm demonstrates the 

best ERLE average with an SNR varying between 8 dB and 20 

dB. 

To simulate an abrupt change in the echo-path, we have 

increased the gain of the acoustic channel by 4 at sample 

24000. The Figure 8 demonstrates that the proposed algorithm 

shows the best performance compared to Geigel and NCC 

algorithms in terms of convergence, small steady-state 

misalignment and tracking capability. Indeed, the sensitivity 

and stability of its decision variable may have countered the 

abrupt change efficiently. Furthermore, the NCC method is 

highly sensitive as well as changes in the near-end speech. 

However, it appears that it is unable in this case to deal 

efficiently with the change in the echo-path. 

 

Table 2. Parameter values of ERLE obtained from the three periods with scenario Sc1 

 

Period 
Geigel NCC Proposed 

Min Max Mean Min Max Mean Min Max Mean 

A -16.75 48.44 29.98 -0.19 110.30 53.82 -0.16 108.49 53.88 

B -0.24 23.70 4.33 -0.27 22.31 4.50 -0.24 23.70 4.68 

C -12.63 27.33 13.59 18.35 83.65 48.54 51.29 115.42 100.94 
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Table 3. Parameter values of ERLE in a noisy environment with scenario Sc1 

 

SNR (dB) 
Geigel NCC Proposed 

Min Max Mean Min Max Mean Min Max Mean 

8 -0.5 30.53 4.77 -5.91 40.08 4.73 -3.98 40.10 4.97 

12 -0.47 60.67 6.33 -2.39 40.10 6.82 -1.50 40.08 7.17 

16 -0.51 30.57 8.05 -4.37 40.23 8.70 -0.86 40.04 9.13 

20 -0.92 30.69 9.48 -0.54 40.05 11.31 -0.42 40.04 11.42 

 

Table 4. Parameter values of ERLE with different SNR for the two scenarios Sc2 and Sc3 

 

SNR (dB) Sc 
Geigel NCC Proposed 

Min Max Mean Min Max Mean Min Max Mean 

8 
Sc2 -1.63 30.50 4.81 -1.63 40.07 4.88 -2.02 40.05 5.24 

Sc3 -0.94 30.50 4.55 -1.29 39.99 4.56 -3.33 40.10 4.80 

12 
Sc2 -1.57 30.57 6.40 -2.70 40.04 6.81 -2.02 40.03 7.15 

Sc3 -1.33 30.28 5.91 -1.78 40.09 6.06 -1.25 40.07 6.63 

16 
Sc2 -1.74 30.61 7.99 -2.44 40.13 8.65 -1.91 40.01 9.19 

Sc3 -1.41 30.70 7.17 -1.41 40.08 7.73 -1.59 40.02 8.42 

20 
Sc2 -1.8 30.59 9.26 -1.80 40.10 10.93 -1.65 40.05 11.15 

Sc3 -1.19 30.70 8.32 -1.64 40.10 9.72 -1.31 40.09 10.22 

 

 

 
 

Figure 7. Misalignments evaluation in a noisy environment 

with scenarion Sc1. 

(a) SNR= 8 dB. (b) SNR= 12 dB. (c) SNR= 16 dB. (d) SNR= 

20 dB 
 

 
 

Figure 8. Misalignments evaluation with a change in the 

echo-path 

To avoid the empiric choice of the threshold, an adaptive 

threshold T evolving with time is proposed and calculated 

according to the exponential recursive weighting algorithm. 

 

( ) ( 1) (1 ) ( )= − + − EsT n T n n  
 

(14) 

 

where: β= 0.99 

The detailed steps of the adaptive threshold algorithm are 

given in Figure 9. 

 

 
 

Figure 9. Adaptive threshold algorithm 
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In Figure 10, we present the misalignments obtained with 

the proposed algorithm using adaptive and different fixed 

values of the threshold. Noting that T=0.78 is the best value 

used in previous simulations. 

 

 
 

Figure 10. Misalignments obtained with adaptive and 

different fixed values of the threshold T for the proposed 

method 

 

Objective performance evaluation based on the probability 

of missing detection Pm is presented in Figure 11. It is 

calculated as a function of NFR (Near-Far-end-Ratio) values 

varying between -18 dB and 10 dB. The used threshold for 

each method is chosen to give a probability of false detection 

Pf =0.4 which is defined as the probability of declaring 

detection when DT does not exist. It is calculated without a 

near-end signal as: 
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This evaluation demonstrates that the proposed algorithm is 

better than Geigel and NCC in terms of the probability of 

missing detection when NFR varies more than -10 dB. 

 

 
 

Figure 11. Probability of missing detection 

 

Table 5. Computational complexity per iteration 

 
Algorithm Add  Sub Mul Div Comparisons 

Geigel 0 0 0 1 L-1 

NCC 2 1 6 1 0 

Proposed 2 2 4 1 0 

 

Finally, to evaluate the computational complexity, we 

summarize in Table 5 the number of operations per iteration 

used in each algorithm. Noting that the complexity of the 

Geigel algorithm depends directly on the tap-length LG of the 

window used to calculate the max of x(n) samples. On the 

contrary, the proposed algorithm and NCC are independent 

regardless of this parameter. Furthermore, the proposed 

algorithm remains faster than NCC and its decision variable is 

computed with only 7 operations (4 multiplications, 2 

additions and 1 division) per iteration. 

 

 

5. CONCLUSION 

 

In this paper, a simple and efficient method for double-talk-

detection is proposed. To confirm its performance, an 

evaluation has been performed using three criteria: 

misalignment, ERLE, and the probability of miss detection. 

The proposed method has demonstrated the best performance 

compared to Geigel and NCC methods. Nice properties have 

been obtained in terms of convergence, small steady-state 

misalignment, high ERLE, and robustness against the additive 

white noise and abrupt change in the echo-path. The proposed 

algorithm has demonstrated a high ability to halt in early stage, 

updating of the adaptive filter coefficients during the double-

talk periods. It has presented regardless to Geigel and NCC, an 

improvement in terms of minimizing the number of missing 

detections when NFR varied more than -10 dB. To support 

efficiency of our method and to avoid preliminarily the 

empiric choice of the threshold, an adaptive threshold T 

evolving with time has been proposed. Furthermore, our 

algorithm can be considered more efficient for optimizing 

computation time with fewer arithmetic operations. Indeed, we 

consider that it is significantly simpler and has the capability 

to outperform the NCC method used as a reference in this work. 

We may surmise from the obtained results that the proposed 

algorithm is suitable for efficient echo cancellers in 

communication systems. 

Future work will investigate the proposed method in 

comparison to other recent methods. 
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