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 In both direct torque control (DTC) and predictive direct torque control (PDTC) strategies, 

just single voltage vector is applied. The question arose, is this applied vector the 

optimumin terms of minimizing torque and stator flux ripples? In DTC, it may not be the 

optimum one. However, in case of PDTC, there is a possibility to evaluate the performance 

of different voltage vectors, where a cost function is proposed to determine the appropriate 

voltage vector that brings the lowest torque and stator flux ripple within one cycle. On the 

other hand, PI controller provides a good performance but if the parameters change, the 

system may lose its performance. With the aim of enhancing the robustness of the PDTC 

scheme, a fractional order PI controller is proposed that can be considered as a 

generalization of the classical PI controller, and to set its parameters, a Grey Wolf 

Optimization algorithm is employed. Furthermore, omitting the sensor increases reliability 

and decrease the size and cost of the drive system. For these reasons, an extended Kalman 

filter observer is adopted, where the rotor speed and rotor position as well as the load 

torque are estimated. In this work, a fractional order PI controller tuned by GWO for PDTC 

of a five-phase permanent magnet synchronous machine (PMSM) based on EKF observer 

is presented. Analysis of simulation results exhibit clearly the efficiency and robustness of 

the suggested control compared to conventional DTC based on classical PI controller. 
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1. INTRODUCTION 

 

Compared to three-phase machines, the usage of multiphase 

machines allows to obtain less torque ripples, can produce 

higher torque per phase current, and guarantee a reliable drive 

that keep working with a failure in one or more phases. Due to 

these merits, this has motivated researchers to increase interest 

in the use of multiphase machine for critical applications such 

as electrical propulsion systems for ships, offshore wind farms, 

and electric aircraft. Among the multiphase machines, five-

phase and six phase induction or synchronous machines are 

the most considered in the literature [1-4]. In the present study 

a special focus will be given to the five-phase permanent 

magnet synchronous motor drive (PMSM). 

In order to ensure an effective control of five-phase PMSM, 

various control methods have been suggested in the literature. 

Although these control methods have a different principle, but 

it leads to achieve the same main goal consisting of decoupled 

control between flux and torque, similar to a DC machine with 

separate excitation. One of these strategies is the direct torque 

control [5-9]. It has a simple control structure, because it does 

not require the use of inner current control loops, pulse width 

modulation block and less parameters dependence; this leads 

to give a good dynamic performance compared to vector 

control. However, the use of hysteresis controllers generates a 

variable switching frequency that leads to the emergence of 

high ripples in the torque and stator flux. This latter drawback 

is the major disadvantage of the conventional DTC. This 

shortcoming can be effectively overcome by using a space 

vector modulation (SVM)algorithm. Indeed, instead of a 

switching table and hysteresis controllers, an SVM with linear 

PI controllers are used. The combination of conventional DTC 

and SVM forms the direct torque control space vector 

modulation (DTC-SVM) [10-13]. However, in spite of the 

mentioned advantage, the DTC-SVM dynamic still depends 

on the quality of the applied PI controller design algorithm. 

Other structure of the DTC based on predictive approach 

known as Model Predictive Control (MPC) has been lately 

published in the domain of electrical drives [14-20]. This 

control strategy manages to minimize torque and stator flux 

ripples. It can be divided into two main classes, namely, 

continuous and finite-state model predictive control. The 

continuous MPC (C-MPC), it can give good performance. 

However, the use of modulator block increases the complexity 

of control design. On the contrary, finite-state MPC (FS-MPC) 

does not need to use a modulation block, it integrates the 

converters model in the control design. In the literature, the 

main FS-MPC strategies used to control electrical drives can 

be divided into two distinct categories:(i) predictive current 

control (PCC) and (ii) predictive torque control (PTC), which 

will be the focus of our attention in this paper. it relies on to 

apply an only single control vector during a sampling period. 

From this point, it is similar to DTC using a switching table 

that may not be the optimum one in terms of minimizing 

torque and stator flux ripples. In the contrary of the DTC, the 

PDTC examines the impact of each one and selects one that 

reduces the value of cost function, which defines the behavior 

of the system. 

The PDTC strategy for five-phase PMSM adopts on 

classical PI controller can achieve a good performance, but it 
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may fail when the parameters change or in presence of external 

disturbance. In order to face these drawbacks, a fractional 

order PI controller method is proposed [21-25]. Fractional 

order PI controller, suggested by Podlubny [26], is considered 

as a generalization of the classical PI controller. It can enhance 

the robustness of the PDTC scheme, and gives good 

performance results compared to classical PI controller thanks 

to its extra real parameters implying a greater flexibility. 

However, it is not an easy task to determine the parameters 

that can give good results; manual tuning may be a stressful 

and difficult task even for expert users. To deal with this 

difficulty, many research works have been focused on this 

problem. They can be divided into analytical, numerical, rule-

based, self-tuning, and evolutionary algorithms optimization 

methods [27-31]. 

Grey wolf optimizer (GWO) algorithm is newly innovated 

[32]; it emulates the leadership hierarchy and hunting behavior 

of grey wolves in nature, it has been applied and has been 

proven effective in several optimization problems [33-41]. 

Herein, GWO algorithm is used to tune and get the optimal 

values for the parameters of fractional order PI controller 

through the minimization of the Integral Time Absolute Error 

(ITAE) criteria. 

To achieve a good speed tracking, an accurate knowledge 

of rotor shaft position and speed is required. This goal is 

usually fulfilled by using an external dedicated sensor. 

However, the use of a sensor leads to an increase in the cost, 

weight, volume, restricts the application area, and reduces the 

motor reliability. To solve this issue, sensorless control 

technology is used to avoid using mechanical sensors. A lot of 

speed observers have been proposed in the literature [42-48]. 

In this work, a simple approach based on extended Kalman 

filter (EKF) is adopted, where the rotor speed and rotor 

position as well as the load torque are estimated, this observer 

is known by its rapid and accurate estimation [47].  

The main purpose of this paper is to improve the DTC 

performance of a five-phase PMSM drive. This objective is 

accomplished via the use of: (1) PDTC to overcome most of 

conventional DTC disadvantages, (2) fractional order PI 

controller tuned by GWO algorithm to enhance the robustness 

of the PDTC scheme, and (3) EKF to estimate the rotor speed 

and position as well as the load torque, in order to increase the 

reliability of the system and to decrease its cost. 

The structure of this paper is organized as follows: In 

Section 2, a mathematical model of the five-phase PMSM is 

presented. Steps to apply the Extended Kalman Filter are 

detailed in Section 3. Conventional DTC using large voltage 

vectors only based on EKF observer is exhibited in Section 4. 

In Section 5, PDTC strategy based on EKF observer with 

fractional order PI speed controller optimized by GWO is 

presented. The simulation results are illustrated and discussed 

in Section 6. Finally, Section 7 concludes the paper. 
 
 

2. FIVE-PHASE PMSM MODELING 
 

The model of the five-phase PMSM is totally defined in a 

(d-q) reference frame through its electrical, magnetic, and 

mechanical equations [9, 49]: 

The stator voltages are as follows: 
 

d
d s d r q

q

q s q r d
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dt
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- The stator flux components in the (d-q) frame is given by: 
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- The mechanical dynamic and electromagnetic torque 

equations are expressed by:  

 

( )
1

 

5
 ( )    

2

r
em L r

em d q q d

d
T T f

dt J

T p i i




 −


= − −


 =


 (3) 

 

where, Vd, Vq are the d-q axes stator voltages; ,d q   are the 

d-q axes stator flux; id, iq are the d-q axes stator currents; Ld, 

Lq are the d-q axes stator inductances; Tem.TL are the 

electromagnetic and load torque; f  is the permanent magnet 

flux linkage; RS is the stator resistance; wr is the rotor speed; p 

is the pole pair number; J is the moment inertia; f is the friction 

coefficient. 

 

 

3. EXTENDED KALMAN FILTER 

 
The application of extended Kalman filter on the five-phase 

PMSM will be presented. EKF is known as an optimum 

recursive estimation method that are utilized to estimate 

nonlinear systems [48]. To build the EKF model applied to the 

five-phase PMSM base multiphase drive requires the 

knowledge of machine continuous model and its discrete from 

[44-48]. First, the mathematical representation of five-phase 

PMSM in the (d-q) rotating reference in presence of the system 

and measurement noises w and v can be written in the 

following from: 
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The discrete time model of five-phase PMSM drive over a 

sampling cycle Ts is expressed in the following form: 

 

( 1) ( ) ( ) ( )

( 1) ( ) ( )

d d
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+ = +
 (5) 

 

The conversion is given by the following approximation: 
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The Jacobian matrices F(x), H(x) in Eq. 6 are: 
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Based on the previous five-phase PMSM models, The EKF 

estimation algorithm contains two major steps: 

 

1. Prediction stage is governed by: 
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2. Correction stage is governed by: 
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where, P(k+1) is the state covariance matrix, Q is the state 

noise covariance matrix, K(k+1) is the Kalman gain, and R is 

the measurement noise covariance matrix. 

The EKF estimation of the five-phase PMSM state vector is 

built based on Eq. (7) and Eq. (8). Convenient EKF parameters 

are requested to get precise and stable estimated results. 

 

 

4. CONVENTIONAL DTC USING LARGE VOLTAGE 

VECTORS ONLY BASED ON EKF OBSERVER 

 

The key idea behind this control strategy is to directly apply 

convenient the stator voltage vectors from a switching table 

according to the errors between the reference and actual values 

of the torque and stator flux that are maintained within the 

limitation of the two hysteresis bands [5-9]. 

The structure of sensorless conventional DTC using PI 

controller for a five-phase PMSM based on EKF observer is 

represented by Figure 1. 

The compounds of stator flux are defined as follows: 
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The stator flux module is done by: 

 

2 2ˆ ˆ ˆ
s    = +  (10) 

 

The angular position of stator flux vector is computed by: 

 

1
ˆ

ˆ tan
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
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−
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The electromagnetic torque can be obtained as: 

 

5 ˆ ˆˆ ( )
2

emT p i i    = −  (12) 

 

The switching selection table for the conventional DTC (C-

DTC) for five-phase PMSM is given in Table 1. 

 

Table 1. Switching table utilized in the conventional DTC 

 

e  
Te  ( ), 1,...,10Zone i i =  

1 
1 ( 1)i LV +  

-1 ( 1)i LV −  

-1 
1 ( 4)i LV +  

-1 ( 6)i LV +  

where, 

 

{

𝑉1𝐿 = [1; 1; 0; 0; 1], 𝑉2𝐿 = [1; 1; 0; 0; 0], 𝑉3𝐿 = [1; 1; 1; 0; 0],

𝑉4𝐿 = [0; 1; 1; 0; 0], 𝑉5𝐿 = [0; 1; 1; 1; 0], 𝑉6𝐿 = [0; 0; 1; 1; 0],

𝑉7𝐿 = [0; 0; 1; 1; 1], 𝑉8𝐿 = [0; 0; 0; 1; 1], 𝑉9𝐿 = [1; 0; 0; 1; 1],
𝑉10𝐿 = [1; 0; 0; 0; 1].

 

 

 

5. PDTC STRATEGY USING PIᵅ-GWO SPEED 

CONTROLLER BASED ON EKF OBSERVER 

 

5.1 Predictive DTC 

 

The PDTC strategy for five-phase PMSM will be designed. 

In fact, predictive DTC is an extension of DTC; instead of 

switching table, an online optimization process is included. 

This process is based on the examination of cost function to 

apply the optimum stator voltage vector capable to minimize 

the torque and stator flux ripples [14-19]. 

As clear in Figure 2, PDTC contains three parts: predictive 

model, torque and stator flux prediction estimators, and cost 

function minimization 
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Figure 1. Sensorless C-DTC scheme using PI controller for a five-phase PMSM based on EKF observer 
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Figure 2. Sensorless PDTC scheme using PIᵅ-GWO controller for a five-phase PMSM drive based on EKF observer 

 

5.1.1 Predictive model for stator currents 

From the five-phase PMSM model described in Section 2, 

the stator current dynamics can be given by: 
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To predict the next step value, the forward Euler 

discretization is considered by adopting the following 

approximation: 

 
1k k

s

dx x x

dt T

+ −
  (14) 

 

where, Ts is the sampling period. 

Using Eqns. (13) and (14), the dq-axes components of stator 

current can be predicted as: 
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5.1.2 Torque and stator flux prediction 

According to Eqns. (2) and (15), the prediction of the stator 

flux components at the next sampling instant can be expressed 

as follows: 

 
1 1

1 1

k k
d d d f

k k
q q q

L i

L i

 



+ +

+ +

 = +


=

 (16) 

 

So, the stator flux amplitude is given by: 
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1 1 1k k k
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Based on Eq. (3), with the predicted stator flux Eq. (16) and 

predicted currents Eq. (15), the electromagnetic torque can be 

predicted as: 
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em d q q dT p i i + + + +

−=  (18) 

 

5.1.3 Cost function minimization 

The cost function is chosen such that both torque and stator 

flux at the end of the cycle will be as close as possible to their 

reference values. One way to define the cost function is as 

follows: 

 
1 1k k

emref em sref sF T T k  + += − + −  (19) 

 

where, k   is a weighting factor. 

This function will be calculated for each switching vector 

 1 2 10, ,...,k
sV V V V , and the vector that minimizes (19) will 

be chosen. 

 

5.2 Fractional order PI controller 

 

5.2.1 Basic definitions of fractional calculus 

The fractional differ-integral operators symbolized by

( )a tD f t
that is considered as a generalization of integration 

and differentiation operators of a non-integer order. There are 

several definitions for this notion in the literature, the most 

used are [24]: 

The Riemann-Liouville (RL) definition: 
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The Caputo’s definition: 
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where, ( )1   m m and−      is the well-known Euler’s 

gamma function, and its definition is: 
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Otherwise, Grunwald-Letnikov (GL) suggested 

reformulating the definition of the fractional order differ-

integral as follows: 
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Due to the complexity of the numerical simulation of a 

fractional differential equation compared to ordinary 

differential equation, so the Laplace transform method is often 

used as a tool to solve emerging problems in engineering fields. 

[50, 51]. 

The Laplace transform of the fractional order derivative 

given previously by (RL) definition is as follows [26, 51]: 
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where, s=jw denotes the Laplace operator. For zero initial 

conditions, the Laplace transform of fractional derivative is 

reduced to [26, 52]: 
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The fractional order element (s) s ,G R  +=   can be 

approximated with Oustaloup’s filter [53], which is relied on 

the approximation of a rational function of the form: 
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Determine the zeros, poles, and gain of this function are 

given by using the following formulas: 
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The number ( )'2 1N +  is the order of the filter, wb and wh 

are the low and high transient-frequencies, respectively. 

 

Lemma 1. Consider the following autonomous system [54]: 

 

0 0( ),   (0)tD Cy t y y = =  (28) 

 

where, ,  ( ) ,  0 1,n n n
ijy R C c R  =    is asymptotically 

stable if the following condition is verified (see Figure 3): 

 

arg( ( ))
2

eig A


  (29) 

 

in which each component of the states decays towards 0 like 

t −  

Im

R e

2




0 1 

S tab le

U n s tab le

 

Figure 3. Stable domain of fractional order system in S   

plane 

 

5.2.2 Speed fractional controller 

The structure of the speed fractional controller is illustrated 

in Figure 4; its output can be determined by the following 

formula: 

 

( ) ( )emref p i tT k e t k D e t−= +  (30) 

 

where, ˆ( ) rref re t  = −  is speed error. 

The transfer function of this controller is given by: 

 

( )( ) , 0
( )

emref i
p

T k
G s k

e t s
= = +   (31) 

 

The fractional order PI   controller can improve the 

control performance and give good results thanks to its extra 

real parameter   implying a greater flexibility. 

Note that, when choosing the parameter 1 = , classical PI 

controller is obtained. 
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Figure 4. Structure of fractional order PI   controller 

5.3 GWO-based parameters tuning of the PIᵅ controller 

 

The fractional order PI controller has three parameters to be 

tuned , ,p ik k  . To determine these parameters, one of the 

evolutionary algorithms can be used, known as the gray wolf 

algorithm that is recently invented, to adjust and obtain the 

optimal values by minimizing the Integral Time Absolute 

Error (ITAE) criteria, that is given by Eq. (32) as follows: 

 

( )
0

t

F t e t dt=   (32) 

 

GWO algorithm is a new meta-heuristic optimization 

method, which is suggested by Mirjalili et al. [32]. It emulates 

the leadership hierarchy and hunting behavior of grey wolves 

in nature. To design and emulate this algorithm, it requires 

modeling for these two social behaviors of grey wolves’ pack 

(social hierarchy and hunting technique), which is as follows 

[33-41]. 









 
 

Figure 5. Social hierarchy of grey wolf 

 

5.3.1 Social hierarchy 

For modeling the social hierarchy of grey wolves in the 

GWO algorithm, alpha   represents the best solution, Thence, 

beta   and delta   represent the second and third best 

solutions respectively, and omega   represents the rest of the 

solutions. In the GWO the hunting (optimization) is led by 

, ,   and   . The   wolves pursue them. The social 

hierarchy of the grey wolf is shown in Figure 5. 

 

5.3.2 Encircling prey 

Pending the hunting, the grey wolves encircle prey, 

encircling behavior can be represented by the following 

equations: 

 

( ) ( )M C P t W t= −  (33) 

 

( 1) ( )W t P t A D+ = −  (34) 

 

where, t indicates the current iteration, A  and C  are 

coefficient vectors, P  represents the position vector of the 

prey, and W  is considered the position vector of a grey wolf. 

The vectors A  and C are computed by: 

 

1
2= −A a r a  (35) 

 

22.C r=  (36) 
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where, components of a are linearly decreased from 2 to 0 

over the course of iterations, and r1 and r2 are random vectors 

in [0, 1]. Note that the random r1 and r2 vectors let the grey 

wolf select any positions in Figure 6. Therefore, a grey wolf 

can be placed in each random position around the prey that is 

calculated by using Eqns. (33) and (34). 

 

( 1)W t +
( 1)W t +

( 1)W t +

( 1)W t +

( 1)W t +

( 1)W t +

( 1)W t +

( )W t

P

M

1A fiــــــ ـ ـ ⎯ ⎯→

1i f A ـ ـ ـ ـ ـ ـ ⎯⎯ـ 

e x p lo i tatio n

e x p lo ratio n

 
 

Figure 6. Position updating mechanism of search agents and 

effects of A on it. 

 

5.3.3 Hunting 

In order to model hunting behavior, assume that the alpha α, 

beta β and delta δ are well aware of the Likely site of prey. The 

first three best solutions are memorized and the other agents 

are obliged to update their positions according to the position 

of the best search agents as shown in the following equations. 

 

1

2

3

M C P W

M C P W

M C P W

 

 

 

= −

= −

= −

 (37) 

 

11

22

33

W P A M

W P A M

W P A M

 

 

 

= −

= −

= −

 (38) 

 

1 2 3
( 1)

3

W W W
W t

+ +
+ =  (39) 

 

The search agent position updating process is shown in 

Figure 7. The final position (solution) is inside a circle that is 

specified based on the positions of α, β and δ in the decision 

space. In other words, α, β and δ estimate the positions of prey 

and other wolves and then update their new positions, 

randomly around the prey. 

 

5.3.4 Attacking prey (exploitation) 

Hunting ends with attack on prey if it stops. The vector A is 

a random value in interval [-2a, 2a], if A1, the wolves 

attack the prey, that represents an exploitation operation. 
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Figure 7. Position updating in GWO 
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5.3.5 Search for prey (exploration) 

Depending on the position α, β and δ, the exploration 

operation in GWO is used, that diverges from each other to 

search for prey and converges to attack prey. If 1A  , as 

shown in Figure 6, the wolves are obliged to diverge from the 

prey to locate more appropriate prey.  

Implementation of GWO is as follows. 

 
Begin  

Step 1 : Initialize the position ( )1,2,..,i iW n=  of each search 

   agent
 

  Initialize the value of , ,   a A and C  

Step 2 : For each iW  do  

Compute the fitness value of each search agent 
by Eq. (32) 
End for  

Save the first three best solutions as , ,  W W 

   and W  

Step 3 : While (i<J) do 

For each search agent  

Update current search agent position by Eq. (39) 

End for  

Updating the value of , ,   a A and C  

For each iW  do  

Compute the fitness value of each search agent 
by Eq. (32) 
End for  

Updating the value of , ,   W W and W    

i= i + 1  

End while  

Recover W  

End  

 

 

6. SIMULATION RESULTS 

 

In this section, to evaluate the performance and 

effectiveness of the proposed control using EKF observer, a 

series of numerical simulations is carried out. Parameters of 

five-phase PMSM are given in Table 2. 

 

Table 2. Five-phase PMSM parameters 

 

p Ld Lq f  J Rs f 

2 8mH 8.5mH 0.175Wb 0.004kgm2 1   0 

 

The EKF parameters are chosen as follows: 

 

 

3

3

1
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P

−

−

−

−

 
 
 
 

=  
 
 
  

,  
0.02 0

0 0.022
R

 
=  
 

, 

 

6

6

5

5

5

10 0 0 0 0

0 10 0 0 0

0 0 10 0 0

0 0 0 10 0

0 0 0 0 10

Q

−

−

−

−

−

 
 
 
 

=  
 
 
 
 

. 

The population size of GWO algorithm is set to 30 particles, 

and the maximum number of iteration J is set to 30 iterations. 

The five-phase PMSM is accelerated from standstill to 

reference speed (100 rad/s). The system is started with full 

load torque (TL=5Nm). Afterwards, a step variation of the load 

torque (TL=0Nm) is applied at time t = 1 s. Then a sudden 

reversion in the speed command from (100 rad/s) to (–100 

rad/s) is introduced at 1.5 s. 

The dynamic responses of speed, electromagnetic torque, 

stator flux, and estimated load torque are shown in Figures 8 

and 9 for C-DTC and PDTC using PI controller based on EKF 

observer, and in Figures 10 and 11 for PDTC with PI-GWO 

and PI GWO −  controllers based also on EKF observer.  

From Figures 8(a) and 9(a), the speed follows its reference 

value. Disturbance caused by load torque variation is rejected 

thanks to the intervention of speed controller, which 

guarantees that the speed follows its suitable reference. When 

comparing between the C-DTC and PDTC strategies based on 

PI controller, there is any noticeable difference in term of 

speed tracking. In addition, it can be observed also that the 

estimated speed shows good reference tracking and coincides 

with the actual one in all speed regions. This confirms the 

robustness and efficacy of the used observer.  

The electromagnetic torque curves generated by the five-

phase PMSM are shown in Figures 8(b) and 9(b) for both 

strategies, C-DTC and PDTC based on PI controller. Note that 

the proposed control can minimize the torque ripples, which 

reflects the accurate choice of the optimal switching vectors. 

From Figures 8(c) and 9(c), note that the stator flux has a 

fast and good reference tracking without any influence by the 

load variation, this implies that the decoupling between the 

stator flux and the electromagnetic torque is maintained. In 

addition, the proposed control can decrease the stator flux 

ripples compared to C-DTC. 

Figures 8(d) and 9(d) illustrate the load torque estimation 

for both strategies. It can see that the estimated value is quite 

close to the actual value. 
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(c) 

 
(d) 

 

Figure 8. Dynamic responses of the five-phase PMSM using 

EKF controlled by C-DTC with PI controller 

 

Simulation results of PDTC using PI-GWO and PIᵅ-GWO 

controllers are shown in Figures 10 and 11, respectively. These 

results show that the use of PIᵅ-GWO controller increases and 

enhances the robustness of the control against speed and load 

changes. This improves the efficiency and performance of 

control. With regard to the electromagnetic torque and the 

stator flux responses, which are illustrated in Figures 10(b), 

11(b) and Figures 10(c), 11(c), respectively, there are no 

noticeable differences between the two control approaches, in 

which the decoupling between the electromagnetic torque and 

the stator flux is fully maintained. 

The load torque estimation is illustrated in Figures 10(d) and 

11(d) for both strategies. Note that the estimated value is very 

close to the actual value. 

Figures 12 shows the cost function evolution during the 

optimization process with GWO; after 30 iterations the cost 

function converges to zero, where the minimum value of the 

cost function determines the best set of design parameters. 

This reflects that the best response is obtained by the usage of 

fractional order PI controller compared to classical PI 

controller. 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 

Figure 9. Dynamic responses of the five-phase PMSM using 

EKF controlled by PDTC with PI controller 

 

Comparative study 

 

In order to check the efficacy of the proposed controller in 

tracking the reference value compared to classical PI 

controller and classical PI controller tuned by GWO for both 

C-DTC and PDTC, four well known performance criteria are 

used. These are integral of the absolute value of the error (IAE), 

integral of the time multiplied by the absolute value of the 

error (ITAE), integral of square error (ISE), and integral of the 

time multiplied by square error (ITSE). The values that are 

obtained for each criterion at the end of simulation time (3 s) 

are illustrated in Figure 13. Note that the proposed controller 

gives the lowest value to all the above criteria. This result 

confirms the superiority of the fractional order PI controller 

tuned by GWO compared to the aforementioned controllers in 

term of tracking performance. 

From Figure 14, it can be seen that PDTC using fractional 

order PI controller tuned by GWO, under the same operating 

conditions, has smaller ripples compared to C-DTC using PI 

controller and PDTC using both PI controller and PI-GWO 

controller. This result confirms once again the superiority of 

the proposed control in term of ripples reduction. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 

Figure 10. Dynamic responses of the five-phase PMSM 

using EKF controlled by PDTC with PI-GWO controller 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 

Figure 11. Dynamic responses of the five-phase PMSM 

using EKF controlled by PDTC with PIᵅ-GWO controller 

 

 
 

Figure 12. Evolution of the cost function versus iteration for 

PDTC based on EKF observer: Using PI-GWO and PIᵅ-GWO 

controllers 

 

 

7. CONCLUSION 

 

In this paper, a PDTC and fractional order PI controller 

tuned by GWO are associated together in order to improve the 

performance of the conventional DTC based on PI controller 

for a five-phase PMSM drive. According to the simulation 
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results, the proposed control outperforms its counterpart 

conventional DTC based on PI controller under various 

operating conditions in term of tracking performance, reduced 

torque and stator flux ripples, and robustness against external 

disturbance. 

Furthermore, the combination of the control scheme with an 

observer increases the reliability and decreases the size, and 

cost of the drive system. The performances and effectiveness 

of EKF are verified. Simulation results show the ability of the 

proposed observer to ensure good estimates. 

 

 
 

Figure 13. Performance criteria values of speed error for C-

DTC and PDTC based on EKF observer: Using PI, PI-GWO 

and PIᵅ-GWO controllers 

 

 
 

Figure 14. Electromagnetic torque and stator flux ripples for 

C-DTC and PDTC based on EKF observer: Using PI, PI-

GWO and PIᵅ-GWO controllers 
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