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The paper presents an adaptive Load Frequency Controller (LFC) based on a neural 

network for the interconnected multi-area systems. When there is an imbalance between 

active power generation and demand there will deviation in the frequency from the 

reference value. Major disturbances that lead to the variation in frequency beyond the 

allowable limits are variation in load demand and faults, etc. Initially PID based LFC 

which is a conventional controller is used to bring back the variations in frequency when 

there is a disturbance. But these conventional controllers will operate certain operating 

points only, very slow and, are less efficient for nonlinear systems. To avoid the flaws in 

the conventional controller the artificial intelligent controllers such as neural network and 

fuzzy logic controllers are designed. The three, two area, and single area systems are 

considered as the test systems. The response of all the test systems is observed without and 

with PI, fuzzy, and neural network controllers. It was observed that the neural network 

controller is outperforming in damping the variation in the frequency due to the 

disturbances. 
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1. INTRODUCTION

Load frequency control (LFC) [1-5] in the electrical 

industry is a significant issue and the power system has to keep 

the system frequency and inter-area tie-line power reasonably 

close as possible to the accepted value for stable, high-quality 

electrical power. By regulating the plant generator's 

mechanical input, the frequency can be retained at the 

reference value. Because of the disturbance such as the load 

fluctuations and faults, which happens at any time, frequency 

is disrupted from its rated value. The power system 

architecture is such that the network frequency and voltage 

should be kept within tolerable limits. The load frequency 

controller's main objective is to exercise frequency control as 

well as real power exchange via outgoing lines. Several 

methods were proposed for LFC. Although traditional control 

techniques have been used in most literature, several studies 

have employed novel and intelligent control techniques as 

reported in the literature. 

Kayalvizhi and Kumar [6] have developed an adaptive 

fuzzy controller with Model Predictive Control to regulate the 

frequency of the load. The isolated area with microgrid is 

considered as the test system the concept of MPC controller 

and its mathematical equations discussed. The system 

response was observed without and with PI, MPC, and Fuzzy 

MPC controllers and, it was identified that the designed 

controller is providing good results by giving minimum ITSE. 

Trang and Nouri [7] have modeled a dynamic load frequency 

controller with the help of limitations of power reserve. 

Modern power networks will use the three different reserves 

as the replacement reserves, restoration reserves and, 

containment reserves. In case of a disturbance inactive power 

demand and generation, there must be a power reserve to bring 

back the equilibrium condition. Containment reserve is used 

in this paper to counteract the variations in frequency due to 

disturbance. 

Farag et al. [8] have proposed a new and control scheme to 

control load frequency concerning the disturbances. The 

fractional-order PI controller is used with the Distributed 

Energy Resource (DER) to counteract the variation in 

frequency. As a test system two area LFC is chosen. The 

response of the system was observed with 0.01 p.u step 

disturbance. It was shown that the proposed method is doing 

well compared to the fractional-order PI controller. 

Manikandan and Kokil [9] have provided a time-varying 

delay based load frequency controller to damp the variation in 

frequency due to disturbances. Lyapunov and Krasovskii 

function analysis is used to identify the system stability. Single 

area and two area load frequency controllers are considered as 

the test systems. The Kp and Ki values are determined 

concerning delay margin to damp the frequency variations. 

Pappachen and Fathima [10] have discussed a load 

frequency controller considering the addition of non-

conventional sources into the existing power network. 

Whatever the sources it may be LFC has to regulate the 

frequency of load as well as power in the tie line. The working 

of the LFC technique with a PI controller and with different 

optimization techniques observed. The fallbacks in the 

traditional controller and the need for artificial intelligence-

based controllers are clearly explained. 

In this paper three, two, and single area systems are 

considered as the test systems. The response of all three test 

systems is observed without and with different controllers by 

applying a step input of 0.01 p.u. 
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2. NECESSITY OF KEEPING FREQUENCY 

CONSTANT 

 
The exact reasons why system frequency changes [11] are 

kept to strict limits are as follows: 

⚫ The speed of the AC motors is dependent on the 

frequency. The frequency change contributes to 

variations in motor speed. 

⚫ The variable speed results in the display of incorrect 

time in electric clocks as they are driven by a 

synchronous motor.  

⚫ The turbines that operate with a frequency above the 

allowable limits can cause damage to the turbine 

blades. 

⚫ Network operation at the sub-normal voltage and 

frequency results in a revenue loss for the 

manufacturers due to the resulting drop in loads. 

⚫ The network frequency must be maintained constant 

so that the power stations run smoothly in parallel. 

⚫ The operation of the power system is better monitored 

if the frequency deviation is implied by strict limits. 

⚫ Changing frequency causes changes in consumer plant 

speed impacting manufacturing processes. 

 

 

3. MATHEMATICAL MODELING OF SINGLE-AREA 

POWER SYSTEM 

 
Modeling the single area power network comprises of 

modeling [12] the speed governor, turbine, and generator load 

model. The speed governor’s governing equations are as given 

in Eqns. (1) & (2). 
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Rearranging the Eq. (1), Eq. (2) will be obtained: 
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where,  
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= Speed governor speed regulation. 
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kk
Tsg = = Speed governor speed constant. 

PC.(s)=Change in steam valve setting. 

F(s.)=Change in frequency with respect to disturbance. 

Pt(s)=Change in turbine output power. 

Pg.(s)=Change in output power of the generator. 

Pd.(s)=Change in load demand. 

H=Inertia Constant of generator. 

 

Using Eq. (2) the block diagram of the speed governor will 

be developed as shown in Figure 1. 
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Figure 1. Speed governor block diagram 

 

The mathematical equations and the block diagram of the 

turbine is as given in Eq. (3) and Figure 2. 
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Figure 2. Turbine block diagram 

 

The equations governing the generator load model are given 

in Eqns. (4) & (5). 
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Eq. (4) can be rearranged as Eq. (5). 
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where, 

0*
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fB

H
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 = Time constant of power system. 

Kps = 
1

𝐵
 = Gain of power system. 

 

The Generator Load model block diagram is represented as 

given in Figure 3. 
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Figure 3. Generator Load Model block diagram 

 

The block diagram of the single area power network can be 

formed by combining the block diagrams of the speed 

governor, turbine, and generator load. The full block diagram 

with a feedback loop is shown in Figure 4. 

542



-

+

)(sPc

)(sPg )(sYe

)(sF

sTsg*1

1

+

R

1

)(sPt

sTt *1

1

+

)(sPd

sT

K

ps

ps

*1+
)(sF

-

-

 
 

Figure 4. Single area power network block diagram representation 

 

 

4. MULTI-AREA LOAD FREQUENCY CONTROL 

 

A multi-area system can be formed by interconnecting 

different control areas. Two different areas interconnected by 

the tie line is given by given by Figure 5. 
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Figure 5. Interconnection of two areas with tieline 

 

In multi-area control the goal of the controller is to control 

the frequency of individual area as well as the tie line power. 

All the parameters correspond to the first area are represented 

with suffix 1 and the second area parameters are represented 

with suffix 2. 

The equations governing the two area network is as given in 

Eqns. (6), (7), (8), (9) and (10). 
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The steady-state error in the tie-line power can be 

minimized using the PI controller. The area control errors for 

the two areas can be calculated as given in Eq. (10). 
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The basic concept of the three Area LFC and its block 

diagram is as given in Figure 6. 

Rarely has the device of a single generator feeding a large 

and complex area existed in actual life. Many Parallel 

connected generators may be at a single location, or the load 

demand of such a wide area would be met at different locations. 

Wide load areas are split into several small areas, and the 

interconnected power systems satisfy the load demand 

accordingly. Power transfer between two areas is done via tie 

lines.  

 

 Area 2 Area 1
Tie Line

Tie Line
Tie Line

Area 3

 
 

Figure 6. Three area inter connection 

 

 

5. FUZZY LOGIC CONTROLLER 

 

This logic was suggested by Zadeh in the year 1965. Fuzzy 

logic is a method used in human reasoning to model 
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uncertainty. Fuzzy logic is ideal for intuitively representing 

ambiguous data and definitions, such as human-language 

explanation. FLC [13, 14] has potential applications as a 

control system where human knowledge is intuited using IF 

and THEN rules by a FIS. Fuzzy's first recorded industrial 

application was in 1982 that sparked global interest in the 

industrial and scientific community, as well as the widespread 

use of fuzzy logic in regression, image processing, prediction, 

regression, and data analysis. Using fuzzy logic, integrated 

circuits (ASICs) have been developed for a particular 

application also.  

FL provides a structured method for bringing human 

knowledge acquired through the experience together. It 

depends upon three important concepts such as Fuzzy sets, 

fuzzy set operations, and possibility distributions. Using 

language expression and using a membership function 

quantitatively, Fuzzy collection is used to define linguistic 

variables whose values can be qualitatively represented. 

Linguistic expressions will help convey ideas and information 

to humans, while MFs are useful for processing numerical 

input data. 

For control systems, the system inputs are the feedback 

error i.e. change in frequency and derivation of error i.e. 

derivation of change in frequency, and the control operation is 

the output. The architecture of FLC is as given in Figure 7. 

 

  

Figure 7. Architecture of fuzzy logic controller 

 

In fuzzification crisp values are converted into the fuzzy 

membership functions so that FLC can understand. The heart 

of the system is the Fuzzy Inference System used to imply 

rules in the rule base on the inputs to produce the output. Two 

different FIS systems are available such as Sugeno and 

Mamdani. In this work, the Mamdani FIS system is considered 

for simulation purposes. The output fuzzy variables again 

converted to crisp values which are called defuzzification, so 

that the output also understandable by the common man. 

Simulation block diagram of FLC is as shown in Figure 8. 

 

 
 

Figure 8. Simulation block diagram of the FLC 

 

The input membership functions will be the change in 

frequency and derivation of change in frequency which is as 

given in Figure 9 and Figure 10. 

 

 
 

Figure 9. Membership function of error for a single area 

fuzzy controller 

 

 
 

Figure 10. Membership function of derivative of error for 

single area fuzzy controller 

 

The rule base which consisting of a set of rules is given in 

Table 1. 

 

Table 1. Rule base of the fuzzy logic controller 

 

  DCE 

  NB NS ZZ PB PS 

CE 

NB S S M M B 

NS S M M B VB 

ZZ M M V VB VB 

PB M B VB VB VVB 

PS B VB VB VVB VVB 

 

The output membership function of the fuzzy logic 

controller considered as given in the Figure 11. 

 

 
 

Figure 11. Membership function of output for single area 

fuzzy controller 

 

 

6. ARTIFICIAL NEURAL NETWORK CONTROLLER 

 

The ANNs [15, 16] were designed primarily to mimic 
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biological neural networks. ANN's common architectures are 

single, multi-layer, and feedback neural networks. The 

backpropagation algorithm is used mainly to train the neural 

networks of multilayer and feedforward. To obtain the 

optimized weights it makes use of the slow gradient descent 

process. The error is the difference between the actual output 

and the expected output. The generalized delta learning rule or 

the law of backpropagation is used to adjust the weights in 

such a way as to eliminate squared error and the actual output 

is about equal to the expected output. The weights are set 

according to. The diagram of the backpropagation neural 

network as given in Figure 12. 
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Figure 12. Multi-layer feedforward neural network 

 

The Multi-layer network consists of three layers as the input 

layer contains, I number of neurons, one hidden layer contains 

J number of neurons, and the output layer contains the number 

of neurons k. The BPNN algorithm is as provided below: 

Step1. Provide inputs (ai) and outputs (bi) patterns.  

Step2. Assume that only one hidden layer and initial weight 

setting are arbitrary, and make a = a(m)=al and b = b(m)=bl. 

Step3. Set the input layer unit i activation value to the 

xi=ai(m). 

Step4. The jth Neuron Activation value of hidden layer is 

calculated as: 
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Step5. The jth unit output of the hidden layer is calculated as: 
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Step6. The kth unit activation value of the output layer,  
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Step7. The output of the kth neuron in the output layer,  
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Step8. The kth output unit error term, 
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Step9. The weights between hidden and output layers can 

be calculated as: 
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Step10. The Error term at the jth hidden unit is calculated as  
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Step11. The weights between input and hidden layer can be 

updated as: 
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Step12. The error for the lth pattern can be calculated as
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Step13. All the patterns are applied one by one and the 

weights are changed till the error is minimized. 

 

 

7. SIMULATION RESULTS 

 

The frequency deviation of the single area system was 

observed without and with PI, fuzzy, and Backpropagation 

neural network controllers. The single area Load frequency 

control with the Backpropagation neural network is as given 

in Figure 13. 

The response of the single area system without and with 

different controllers is as given in Figure 13 to Figure 17. 

The comparison table of peak values and settling times of 

the single area system is as given in Table 2. 

 

Table 2. Comparison of performance of controllers on single 

area 

 
S. No Controller Peak Overshoot Settling time 

1 Without -0.0475 Never settles at zero 

2 PI -0.045 27 

3 Fuzzy -0.027 17.5 

4 BPNN -0.0265 15.8 
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Figure 13. Single area neural network LFC 

 

 
 

Figure 14. Single area LFC without the controller 

 
 

Figure 15. Single area LFC with PI controller 

 
Figure 16. Single area LFC with FLC 

 
 

Figure 17. Single are LFC with the Back propagation neural 

network controller 

 
 

Figure 18. Two area LFC without the controller 

 

 
 

Figure 19. Two area LFC with PI controller 

0 5 10 15 20
-0.05

-0.04

-0.03

-0.02

-0.01

0

Time(sec)

F
re

q
u
e
n
c
y
 D

e
v
ia

ti
o
n
 i
n
 H

z

0 5 10 15 20
-0.05

-0.04

-0.03

-0.02

-0.01

0

0.01

Time(sec)

F
re

q
u
e
n
c
y
 D

e
v
ia

ti
o
n
 i
n
 H

z

0 5 10 15 20
-0.03

-0.025

-0.02

-0.015

-0.01

-0.005

0

0.005

Time(sec)

F
re

q
u
e
n
c
y
 D

e
v
ia

ti
o
n
 i
n
 H

z

0 5 10 15 20
-0.03

-0.02

-0.01

0

0.01

Time(sec)

F
re

q
u
e
n
c
y
 D

e
v
ia

ti
o
n
 i
n
 H

z

0 5 10 15 20
-0.06

-0.05

-0.04

-0.03

-0.02

-0.01

0

Time(sec)

F
re

q
u
e
n
c
y
 D

e
v
ia

ti
o
n
 i
n
 H

z

 

 

Area1

Area2

0 5 10 15 20
-1

-0.8

-0.6

-0.4

-0.2

0
x 10

-3

Time(sec)

F
re

q
u
e
n
c
y
 D

e
v
ia

ti
o
n
 i
n
 H

z

 

 

Area-1

Area-2

546



 

 
 

Figure 20. Two area LFC with FLC 

 

 
 

Figure 21. Two area LFC with the back propagation neural 

network controller 

 
 

Figure 22. Three area LFC without the controller 

 

 
 

Figure 23. Three area LFC with PI controller 

 
 

Figure 24. Three area LFC with the fuzzy controller 

 
 

Figure 25. Three area LFC with the Back propagation neural 

network controller 

 

Table 3. Comparison of performance of controllers on two 

area 

 
Area Controller Peak Overshoot Settling time 

1 

Without -0.055 Never settles at zero 

PI -0.0007 26 

Fuzzy 0.00065 18 

BPNN -0.0004 16.5 

ELMNN 0.00038 15.4 

2 

Without -0.051 Never settles at zero 

PI -0.001 26.5 

Fuzzy 0.00095 17.8 

BPNN 0.00063 16 

ELMNN 0.00061 15 

 

Table 4. Comparison of performance of controllers on two 

area 

 
Area Controller Peak Overshoot Settling time 

1 

Without -0.027 Never settled to zero 

PI -0.019 31 

Fuzzy -0.017 10.5 

BPNN -0.015 9.8 

ELMNN -0.011 9.5 

2 

Without -0.0275 Never settled to zero 

PI -0.02 30.5 

Fuzzy -0.0174 10.2 

BPNN -0.0155 9.2 

ELMNN -0.0125 9.1 

3 

Without -0.026 Never settled to zero 

PI -0.024 30.1 

Fuzzy -0.0184 8.5 

BPNN -0.0165 8.2 

ELMNN -0.013 8 
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The performance of different controllers observed with two 

area test system also. The Figures 18 to 21 shows the response 

of different controllers. 

The three area test system response also observed with the 

different controllers which are given in Figure 22 to 25. 

The performance comparison of different controllers of two 

are system is given in Table 3. 

The performance comparison of different controllers of two 

are system is given in Table 4. 

8. CONCLUSION

The deviation in frequency was observed with 0.01 p.u step 

disturbance without and with PI, Fuzzy and Neural network 

controller for a single area, two area, and three area power 

systems. The peak value and the settling time were observed 

with all controllers for different test systems. For example, 

consider the single area system without the LFC controller the 

peak value will be -0.045 Hz and it doesn’t settle back to zero. 

The PI controller can bring back the peak value to -0.045 Hz 

and the settling time to 27 sec. The fuzzy controller can control 

the Peak value to -0.027 Hz and the settling time 17.5 sec. The 

peak value and the settling time will be -0.0265Hz and the 15.6 

sec with Backpropagation neural network controller. In the 

single area system, controller to controller the response is 

improving and there will be best results with the 

Backpropagation neural network controller. Like this in the 

remaining two area and three area systems the proposed 

system is outperforming compared to the remaining controller. 
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