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Heart-based diseases are one of the causes for major death rate in the world. WHO (World 

Health Organization) specified that 17 million of people are losing their lives per year due 

to several heart diseases. Artificial Intelligence playing a prominent role in disease 

identification and prediction from medical data. Magnetic Resonance Imaging plays a vital 

role in producing detailed images of internal organs and soft tissues for better understanding 

the condition. Magnetic Resonance Image contains more noisy data this is one of the issues 

to be addressed, hence this research focuses on the prediction of cardiovascular diseases 

using an innovative hybrid algorithm and addresses the issue of noise using Hann filters. A 

Hybrid algorithm is proposed with combination of Cat Fuzzy Neural Model (CFuNM) and 

Hybrid Ant Colony and African Buffalo Optimization. Cat Fuzzy Neural Model (CFuNM) 

is used to classify cardiac diseases such as cardiomyopathy, pericardial effusion, coronary 

artery, amyloidosis, and other coronary heart diseases and for the severity analysis of 

disease we used Hybrid Ant Colony and African Buffalo Optimization (HAC-ABO) 

mechanism. This research of Hybrid deep learning model improved the classification 

accuracy of 99.3% and error rate of 0.18% which is considerably good when compared to 

existing methods. 
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1. INTRODUCTION

Artificial Intelligence refers to several applications of 

machines that conduct activities that are characteristic of 

individual intellect, e.g. presume final thoughts coming from 

deduction or even logical reasoning, while Machine Learning 

is actually an extra limited kind of computational mechanism 

which makes use of an algebraic design along with instruction 

information to discover exactly how to produce prophecies. As 

opposed to clearly calculating arise from a collection of 

predefined regulations, Machine Learning knows criteria 

coming from instances as well as consequently possesses the 

possibility to conduct much better at a job like identifying as 

well as classifying information through being actually left 

open to an extra instance. One of the most innovative Machine 

Learning methods, likewise referred to as Deep learning (DL), 

are actually appropriated for this reason which has been clearly 

indicated in Figure 1. 

Figure 1. Evolution of deep learning 

Deep learning models are actually one encouraging 

opportunity of research study in to the automated removal of 

sophisticated information portrayals (attributes) at extreme 

degrees of absorption. Such protocols create a split, ordered 

design of knowing as well as embodying information, where 

higher-level components are actually determined in regards to 

lower-level components. The ordered understanding style of 

Deep Learning protocols is actually inspired through expert 

system mimicing deep layered learning, split understanding 

procedure of the main sensorial locations of the neocortex in 

the individual mind, which instantly draws out components as 

well as absorptions coming from the rooting records Deep 

Learning methods are actually pretty useful when handling 

large amount of unsupervised data, and also commonly 

discover records depictions in a greedy layer-wise manner [1]. 

In medical industry early identification of a disease became 

challenging task. Making prediction or conclusion based on 

the available data became too difficult. In this regard we need 

a decision making system which can help health experts to 

identify any disease more accurately. One of such dangerous 

diseases is Heart based diseases. Several Millions of people 

losing their lives because of Heart based diseases. This may be 

caused because of their daily life style or may be because of 

prevailing situations. Lot of research has been done on this 

area where several prediction models has been generated on 

different available datasets.  

In certain for this research study MRI images are utilized 

due to the fact that an MRI is extremely experienced at 

recording photos that aid medical professionals figure out if 

there are uncommon cells within the body system. MRIs are 

actually even more outlined in their photos. If you require an 
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additional in-depth picture of your smooth cells, tendons, or 

even body organs, your medical professional is going to 

typically propose an MRI. 

 

1.1 Hann Filter 

 

Hanning Filter is relatively simple low pass filter that can 

be described by single parameter, The Hanning Filter is 

defined in the frequency domain as follows: 

 

H(f)= 0.54+0.46 cos (pi.f/fm) 0<=|f|<=fm otherwise 

0 
(1) 

 

where, f is the spatial frequencies of the image and fm the cut-

off (critical) frequency. In signal processing, the Hann window 

is a window function, called the Hann function, named after 

Julius Ferdinand von Hann, an Austrian meteorologist. The 

usage of the Hann window is called “Hanning”, as a signal to 

apply the Hann window to a digital signal processing [2]. The 

Hanning (Hann) Filter is very effective in reducing image 

noise as it reaches zero very quickly; however, it does not 

preserve edges [3, 4]. 

 

1.2 Hybrid optimization algorithms 

 

Combination protocols are actually 2 or even more 

protocols that fuse as well as suit one another to make a 

lucrative unity coming from their assimilation [5]. Which are 

generally well known as hybrid metaheuristics (HMs). It is 

well known for its performance in handling noise, uncertainty, 

vagueness, and imprecision [6, 7]. For the work carried out 

here, instead of using HM, we prefer to use the general term 

hybrid algorithms to refer to the similar notion [8]. The hybrid 

algorithm named ACO–ABO combines the framework of Ant 

Colony Optimization (ACO), African Buffalo Optimization 

(ABO) algorithms to find the optimized solution for the system. 

The ACO algorithm is used to find the initial solution set, the 

ABC algorithm is employed to test and improve each of the 

probable solutions provided by the ABO module [9]. 

Medical image processing becomes familiar in the current 

decade thus medical imaging is the method for generating the 

visual images of an inside body part for medical investigation 

and medicinal interference. In addition, the medical imaging 

process contains disease classification and managing also it is 

utilized to gather the information of the inner organs [10], 

which involves organic and radiological imaging it can be used 

as electromagnetic, thermal, magnetic and isotope imaging 

[11]. Many methods are used for the confirmation of 

information available about the function of the body [12]. 

Every year, many images are generated globally for various 

usages of diagnostics. This image process will be developed 

the image of the interior arrangement of the body without 

enveloping actions. Medical imaging should be developed 

quickly due to an increased number of image processing 

techniques like image analysis, image recognition and image 

enhancement. This image processing used to increase the 

fraction and quantity of detected images. The medicinal image 

processing handling images and it involves some operations 

for example image gaining, storage, communication and 

presentation. In addition, the purpose of digital images can be 

used for many benefits like cheap processing cost, quicker, 

immediate quality assessment, cheap reproduction, and 

adaptable manipulation.  

Medical image processing is a significant role to predict and 

identify Cardiovascular Diseases (CVD). CVD is the most 

significant disease [13]; a statistical report says that 

approximately 31% of deaths happening around the world per 

year because of CVD. These CVD are identified using the tests 

like electrocardiogram (ECG), cardiac Magnetic Resonance 

Imaging (CMRI), etc. that can detect the heart diseases and 

abnormal heartbeats. Also, CMRI evaluates the structural and 

hemodynamic features of the human heart. Process of the MRI 

and disease prognosis is represented in Figure 2. 

Moreover, this process is done over MRI heart images and 

this information defeated the challenges in cardiac imaging 

and several imaging modalities are echocardiography and 

fluoroscopy in interventional procedures. So, the hybrid deep 

learning modules can enhance the classification accuracy and 

prediction rate. Hence, this approach introduces the innovative 

deep learning model for predicting and classifying the 

cardiovascular diseases. 

The classification of cardiac diseases is generally based on 

cardiac visualization, coronary artery inspection and the 

computation of ejection fraction for the ventricles. Generally, 

CVD involves Ischemic Heart Disease (IHD), stroke and 

Congestive Heart Failure (CHF). Also, are classified based on 

the heartbeat rate and the heartbeat rate of the ordinary person 

is between 60-100 beats per minute. 

 

 
 

Figure 2. Magnetic resonance imaging as a result of image analysis and also diagnosis 
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2. RELATED WORK 

 

Cardiovascular (CV) diseases are predicted using the 

medical images and the method of deep learning can be used 

for the classification of medical images. The medical imaging 

and deep learning algorithms are the most useful factors for 

the prediction of cardiovascular imaging. It creates an impact 

on developing the factors so Litjens et al. [14] explained the 

method for state-of-the-art deep learning in cardiovascular 

imaging. This will explain the categorization of the 

cardiovascular images and identifying the aspects of the 

diseases.  

The classification and prediction of CVD and other heart-

based diseases using deep learning and other conventional 

technique is a difficult task in medical image processing. For 

this reason, Khanna et al. [15] proposed the B-mode US 

technique to improve the medical images and the CV risk 

stratification mechanism, thus the efficiency of developed 

modules is compared with conventional CV danger 

estimations.  

The classification of CV diseases from the ECG signal is 

crucial thus quick corrective treatment of patients is required. 

So, Hasan et al. [16] presented the technique for categorizing 

the heart diseases using dimensional deep CNN and the input 

signal can be passed to the network using a modified ECG 

signal. This approach achieved the accuracy values as 97.70%, 

98.71% and 98.24% for MIT-BIH, St-Petersburg, and PTB 

database. 

The fragmentation of the left ventricle from the Cardiac 

MRI pictures is a step for the calculation of medical indices 

like ejection division and stroke quantity. Hence, Luo et al. 

[17] introduced the method that combined with SV 

segmentation and Hierarchical Extreme Learning Machine (H-

ELM). It increases the accuracy of integrating the LV location 

method.  

Podder et al. [18] narrated their work towards the 

comparative analysis on Hamming, Hanning and Blackman 

window. Which helped us to identify that our work can be 

implemented on Hanning window for fulfilling our 

requirement.   

In this specific paper authors proposed a CNN which will 

be actually utilized for deep characteristic abstraction as well 

as LSTM is made use of for decision making from the 

abstracted characteristics. The speculative outcomes present 

that their work accomplished a reliability of 99.4%, AUC of 

99.9%, uniqueness of 99.2%, level of sensitivity of 99.3%, as 

well as F1-score of 98.9% [19]. 

The efficiency of several computational techniques is 

actually reviewed making use of Cleveland heart problem 

dataset which are actually fetched from the UCI machine 

learning repository along with numerous assessment 

approaches. Coming from the research, it can be carried out 

that the best precision of 98.15% secured through deeper 

semantic network along with sensitiveness as well as 

preciseness 98.67% as well as 98.01% specificity [20]. 

 

 

3. PROPOSED METHODOLOGY (CFuNM with HAC-

ABO) 

 

The prediction of cardiovascular diseases contains high 

difficulties because MRI images have more noise. So, the 

proposed approach overcomes the difficulties and classifies 

CVD. Initially, Heart-based MRI images are trained to the 

system and the unwanted noises are removed by innovative 

hann filter. Consequently, the deep learning approach as 

CFuNM [21] is processed over the MRI dataset to classify the 

disease types such as heart attack, stroke, arrhythmias, etc. In 

addition to this, severity analysis of disease is done using 

Hybrid Ant Colony and African Buffalo Optimization (HAC-

ABO) mechanism [22]. Moreover, the optimization 

mechanism segments the affected part also enhances the 

classification accuracy rate, the proposed methodology is 

shown in Figure 3. 

 

 
 

Figure 3. Proposed CFuNM with HAC-ABO 

 

3.1 Cardiac Magnetic Resonance Imaging (CMRI) 

 

The present work carried out on a dataset provided by York 

University Cardio Vascular Dataset for MRI images with 20 

frames and 8-15 slices total 32 subjects [23]. Normally the 

MRI datasets are collected from a net source which contains 

more noises so pre-processing is needed. Moreover, cardiac 

image processing is applied for detecting, classification, and 

diagnosis of heart disease. CMRI can identify and monitor the 

heart diseases and estimate the heart structure and that 

produces the most excellent images of the heart for definite 

circumstance and not used ionizing radiation. CMRI can 

evaluate the anatomy and utility of the heart chambers, heart 

valves, size of blood flow through main vessels and the 

surrounding structures like pericardium. ECG gating and 

elevated chronological declaration protocols are used for 

converting the MRI series for modified cardiac imaging. 

 

3.2 Pre-processing 

 

MRI images are affected by irrelevant and unpredictable 

noisy data for example speckle sound and Gaussian noise that 

are reducing the diagnosis value of the images. Speckle noise 

highly affected the contrast resolution of the MRI images. So, 

the innovated Hann filter is used for noise reduction in MRI 

heart images. Also, Hann filter is used to reduce the sound in 

a picture and decreases the spatial intensity derivatives present 

in the image. This filter is used to replace every pixel value 

into a mean value of image with its neighbours and that 

neglects the pixel value which is unreliable of their 

backgrounds of images. The exertion of the temperature of the 

device inhomogeneity in a magnetic field, imperfect scanner 

and the movement of patients in the scanning process creates 

the noises in the MRI images. Image resolution and noiseless 
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methods used for the achievement of the high-quality MRI 

images. 

 

3.3 Cat Fuzzy Neural Model (CFuNM) 

 

CFuNM algorithm is one of the gradient approaches; the 

main purpose of using CFuNM in neural architecture is to 

reduce training error also makes the classification process 

easier. Moreover, the presence of CFuNM in deep learning 

approach can attain improved classification accuracy and 

precision rate. CFuNM is the dynamic structural design that is 

combined for reduce in size and develop the rule nodes. The 

created rule nodes and link added without difficulties and not 

including with interrupted existing nodes. These new nodes 

are generated through learning which is signifying the fuzzy 

label neurons that can be personalized through learning. 

Neurons used to represent the fuzzy morals of the variable and 

attached with Membership Functions (MF). 

 

3.4 Segmentation 

 

Segmentation is mainly used for the segment of the affected 

part of the diseases from the MRI image. In this proposed 

approach, image segmentation is done with the use of 

innovative HAC-ABO. Segmentation is the progression of 

changing the illustration of an image for easy to analyse. Also, 

image segmentation is mainly used for situate objects and 

limitations similar to lines and curves in the images. It 

separates the heart images into numerous divisions or set of 

pixels and also allocates the label to pixels in images. Some of 

the pixels have a similar label assign definite features. 

 

Algorithm 1: HAC-ABO for CVD segmentation 

 

Step 1: Identifying the CVD affected part location from MRI 

image. 

Step 2: Finding the accurate position of the disease. 

Step 3: Classifying the Cardiovascular Disease. 

Step 4: Segment the affected part if yes proceed to next step, 

other wise jump to step 3. 

Step 5: Removing the noise from the MRI images. 

Step 6: Generating the classified image. (0 / 1) 

 

The classification of CVD is necessary for medical imaging 

because millions of peoples are affected by heart diseases. 

Thus, the proposed CFuNM with HAC-ABO approach 

classified the CVD and segmented the affected part from the 

MRI image. The implementation results provide the 

effectiveness of the proposed CFuNM with HAC-ABO 

method. 

 

 

4. RESULTS AND DISCUSSION 

 

The Proposed method is validated on a dataset provided by 

York University Cardio Vascular Dataset for MRI images with 

20 frames and 8-15 slices total 32 subjects. The proposed 

model is implemented using MATLAB R2020a version in 

windows 10 environment 2.60GHz Intel Core-i7 processor 

with 8GB RAM. The proposed CFuNM with HAC-ABO 

algorithm is utilized to classify and quantify the severity of 

cardiovascular diseases. 

The implementation results are discussed as follows, and 

the original input MRI heart image is obtained from various 

patients are shown in Figure 4. Also, these input MRI images 

contain more noise. So, these images are filtered using the 

Hann filter. 

 

 
 

Figure 4. (a). MR Image of heart for patient A, (b). MR 

Image of heart for Patient B, (c). Input MR Image of heart for 

patient C, (d). MR Image of heart for Patient D, (e). MR 

Image of heart for Patient E, (f). MR Image of heart for 

Patient F, (g). MR Image of heart for Patient G, (h). MR 

Image of heart for Patient H, (i). MR Image of heart for 

Patient I, (j). MR Image of heart for Patient J 

 

4.1 Pre-processing  

 

Pre-processing is the method of removing the unwanted 

noise in an image. The dataset contains patient records with 

MRI that contains more noise because of the moving behavior 

of the patients. Also, pre-processing is necessary for noisy data, 

inconsistent, and incomplete data. Generally, the MRI images 

contain artefacts from patient and equipment-based noises, 

volume effect artefacts. To avoid these artefacts, the proposed 

approach introduced the novel Hann filter. 

 

 
 

Figure 5. (a). Filtered MRI Image of heart for patient A, (b). 

Filtered MRI Image of heart for patient B, (c). Filtered MR 

Image of heart for patient C, (d). Filtered MRI Image of heart 

for patient D, (e). Filtered MRI Image of heart for patient E, 

(f). Filtered MRI Image of heart for patient F, (g). Filtered 

MRI Image of heart for patient G, (h). Filtered MRI Image of 

heart for patient H, (i). Filtered MRI Image of heart for 

patient I, (j). Filtered MRI Image of heart for patient J 

 

Also, this hann filter is used for removing unwanted noises 

in the MRI dataset. Also, it reduced the distortions in the 

images finally it provides the noiseless clear images. Moreover, 

the pre-processed MRI image for various CVD patients is 

shown in Figure 5. 

 

4.2 Classification 

 

Classification of CVD is very necessary for medical 

imaging for identifying the disease's type and illness of the 

patients. Many classifiers are used for disease classification 

and CVD classification. In this approach, introduced a new 
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deep learning approach as the CFuNM model for classifying 

the diseases. The MRI images are processed in the deep 

learning model thereafter that creates clear disease classified 

images. Also, it was identifying the heartbeat rate of CVD 

patients for categorizing cardiovascular diseases. 

 

 
 

Figure 6. (a). Classified MRI Image of heart for patient A, 

(b). Classified MRI Image of heart for patient B, (c). 

Classified MRI Image of heart for patient C, (d). Classified 

MRI Image of heart for patient D, (e). Classified MRI Image 

of heart for patient E, (f). Classified MRI Image of heart for 

patient F, (g). Classified MRI Image of heart for patient G, 

(h). Classified MRI Image of heart for patient H, (i). 

Classified MRI Image of heart for patient I, (j). Classified 

MRI Image of heart for patient J 

 

Moreover, CFuNM improves the classification accuracy 

and precision rates. The CVD are classified for various 

patients that are shown in Figure 6. 

 

4.3 Segmentation 

 

Image segmentation is necessary process in medical image 

processing that is used for observe information about the 

diseases. CVD are classified using CFuNM approach and 

finally, the affected parts are segmented using the hybrid Ant 

colony African buffalo Optimization technique that is shown 

in Figure 7. 

 

 
 

Figure 7. (a). Segmented affected part image for patient A, 

(b). Segmented affected part image for patient B, (c). 

Segmented affected part image for patient C, (d). Segmented 

affected part image for patient D, (e). Segmented affected 

part image for patient E, (f). Segmented affected part image 

for patient F, (g). Segmented affected part image for patient 

G, (h). Segmented affected part image for patient H, (i). 

Segmented affected part image for patient I, (j). Segmented 

affected part image for patient J 

 

The effectiveness of the planned model is evaluated by 

recent existing works in terms of Accuracy, Precision, 

Specificity, and Sensitivity. The accuracy can be calculated 

using Eq. (1) 

 

''''

''

FPFNTPTN

TPTN
ACC

+++

+
=  (2) 

 

Here is true negative, stand for true positive, denote the false 

negative and stand for false positive.  

Precision is used for measuring the effectiveness of the 

disease classification then the ability of the classifier to 

classify the disease calculation is done by the recall, which is 

measured using  

 

''

'

FPTP

TP
precision

+
=  (3) 

 

''

'

Re
FNTP

TP
call

+
=  (4) 

 

Sensitivity has the ability to identify those with diseases. 

Specificity has the ability to identify those without diseases. 

The sensitivity and specificity can be calculated using  

 

''

'

TNTP

TP
SEN

+
=  (5) 

 

''

'

TNFP

TN
SPEC

+
=  (6) 

 

Mean absolute error has defined as the identification of 

absolute variation between the actual recommendations done 

by a cardiologist and recommendation prepared by a 

recommender system. Also, imaging plays a crucial role in a 

diagnostic manner for many patients. Also, the evaluation of 

normal diagnostic error rates is ranging from 3% to 5%. The 

error rate can be computed as, 

 

Total

FNFP
rateError

''

_
+

=  (7) 

 

This method provides the better results for prediction of 

different CVD. Various diseases are predicted depending on 

the heartbeat rate. Prediction of some CVD like WPW 

syndrome, Bradycardia, angina and Coronary Artery diseases 

provides better performance compared to other methods. 

Wolff-Parkinson-White syndrome is a condition 

characterized by abnormal electrical pathways in the heart that 

cause a disruption of the heart's normal rhythm. The 

performance results for predicting WPC syndrome is exposed 

in Figure 8. 

In this approach, the classification of WPW syndrome 

provides 99.83% accuracy, 99.98% specificity, 99.11% 

sensitivity, 81.8% precision rate, 85.99% recall and 0.188% 

lower error rate that results are mentioned in Table 1. 

Performance analysis of model has been represented using 

ROC curves (Figure 9). 

Bradycardia is a heart rate that’s too slow. In general, a 

resting heart rate of fewer than 80 beats per minute (BPM) 

qualifies as bradycardia. The prediction results of Bradycardia 

are mentioned in Figure 10. 
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Table 1. Performance results for WPW syndrome 

 

Performance Metrics Percentage 

Accuracy 

Specificity 

Sensitivity 

Precision 

Recall 

Error rate 

99.83 

99.98 

99.11 

81.8 

85.99 

0.188 

 

 
 

Figure 8. Performance results for predicting WPC syndrome 

 

 
 

Figure 9. ROC for WPW syndrome  

 

 
 

Figure 10. Performance results for predicting bradycardia 

 

In this approach, the classification of Bradycardia provides 

99.23% accuracy, 98.28% specificity, 98.08% sensitivity, 

82.1% precision rate, 88.12% recall and 1.88% lower error rate 

that results are declared in Table 2. Performance analysis of 

model has been represented using ROC curve in Figure 11. 

 
Table 2. Performance results for bradycardia 

 
Performance Metrics Percentage 

Accuracy 

Specificity 

Sensitivity 

Precision 

Recall 

Error rate 

98.23 

98.28 

98.08 

82.1 

88.12 

1.88 

 

 
 

Figure 11. ROC for bradycardia 

 
Angina is chest pain or discomfort caused when a heart 

muscle doesn't get enough oxygen-rich blood that may create 

pressure in the chest. The discomfort also can occur in 

shoulders, arms, neck, jaw, or back. Prediction results of 

Angina are mentioned in Figure 12. 

 

 
Figure 12. Performance results for predicting coronary artery 

diseases and angina 

 
In proposed approach, the classification of Angina provides 

99.1% accuracy, 98.58% specificity, 98.98% sensitivity, 

80.8% precision rate, 83.98% recall and 0.9% lower error rate 

that results are detailed in Table 3. Performance analysis of 

model has been represented using ROC curve in Figure 13. 
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Coronary artery disease is the narrowing or blockage of the 

coronary arteries, usually caused by atherosclerosis. 

Atherosclerosis is the buildup of cholesterol and fatty deposits 

on the inner walls of the arteries which are predicted and 

classified using CFuNM-HACABO approach and the 

performance measures are shown in Figure 12 and the values 

are mentioned in Table 4. Performance analysis of model has 

been represented using ROC curve in Figure 14. 

 

Table 3. Performance results for angina 

 
Performance Metrics Percentage 

Accuracy 

Specificity 

Sensitivity 

Precision 

Recall 

Error rate 

99.1 

98.58 

98.98 

80.8 

83.98 

0.9 

 

Table 4. Performance results for coronary artery diseases 

 
Performance Metrics Percentage 

Accuracy 

Specificity 

Sensitivity 

Precision 

Recall 

Error rate 

98.58 

98.98 

98.5 

82.9 

88.9 

1.8 

 

 
 

Figure 13. ROC for angina 

 

 
 

Figure 14. ROC for coronary artery disease 

 

The proposed approach gives better accuracy and better 

precisions which is used to predict the various cardiovascular 

diseases. The proposed mechanism achieves accuracy as 

99.39%, sensitivity as 98.1% and specificity is calculated as 

95.89%. To compare the efficiency of proposed strategy with 

existing work ROC has been generated and represented in 

Figure 15, some of the techniques are obtained such as 

Machine Learning (ML) [24] and Cox regression analysis [25]. 

When performing the objective feature ranking the ML 

algorithms include the possibility to find new insights in real 

data. Compared to other methods such as machine learning 

and Cox regression analysis, the proposed method provides 

better accuracy, sensitivity, and specificity for predicting 

diseases that are shown in Figure 16. 

 

 
 

Figure 15. ROC – Performance of models 

 

Table 5. Comparison for various segmentation techniques 

 
Techniques Accuracy Sensitivity Specificity 

Machine Learning  98 81 72 

Cox Regression 

Analysis 

98.28 88.8 92.8 

CFuNM-HACABO 

(Proposed method) 

99.39 98.1 95.89 

 

 
 

Figure 16. Comparison with existing methods 

 

The evaluation of machine learning, Cox regression 

analysis method and our proposed technique explains in Table 

5. Machine learning method is an amalgamation of 

experimental data and imaging measures used to improve 

prediction of analytical outcomes and shows patient risk 
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prediction. The sensitivity values of existing approaches are 

81%, 88.8% and the proposed method achieves high 

sensitivity as 98.1%. The proposed approach also gives better 

specificity 95.89% value compared to other methods. 

 

 

5. CONCLUSION AND FUTURE SCOPE 

 

Findings in this research mainly focused on the study of 

MRI image towards the classification of cardiovascular 

diseases. In this proposed research classification is done using 

Cat Fuzzy Neural Model (CFNm) and hybrid optimization 

algorithm. HAC-ABO is used to evaluate better classification 

to predict the disease with 99.3% Accuracy with an error rate 

of 0.18%. Moreover, the comparative result proved the 

efficiency of the proposed research. As meta heuristic 

optimization algorithms and hybrid optimization algorithms 

are implemented in this area of research in order to achieve 

more accurate results. Hence in our future endeavours we wish 

to work on more such methods along with feature selection 

mechanisms to develop hybrid method towards achieving 

more accurate prediction results on different image datasets. 
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