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Course Timetabling is to combine the components of teachers, students, subjects, and time. 

The schedule consists of days on the horizontal axis and time of the clock on the vertical 

axis. The best first search algorithm is an algorithm to find a solution from existing nodes. 

Nodes can be various types of problems. In this case, the node is a two-dimensional 

schedule. In course timetabling there are several constraints or called heuristic functions 

that must be calculated. The Heuristic function consists of two parts. The first part is a 

constraint that must be fulfilled (Hard Constraint). There is a schedule of conflicts of the 

demands of the teacher cannot teach at a certain time. The second part is a constraint which 

is an optimization to make the search results better in heuristic value (Soft Constraint). 

Student schedules and teachers are worked out sequentially so students do not wait too long. 

Best First Search algorithm is designed in two stages. The first step is to find the first 

heuristic value that must be fulfilled. The second step is to find the second heuristic value. 

The quality of the solution obtained is between 40% -75%. The significance of this research 

is that dividing the Best First Search algorithm into two stages yields advantages in terms 

of meeting hard constraints and the time needed to process the algorithm better. 
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1. INTRODUCTION

Timetabling problems can be defined as assigning a set of 

class courses into a limited number of periods, subjects, 

teacher's time, and student's time. The complexities and the 

challenges of the timetabling process showed by timetabling 

problems arise from the fact that a large of constraints and 

some of which contradict with each other [1]. 

The timetabling problem first appeared in the artificial 

intelligence literature in the 1960s. Since the 1960s, it has been 

the subject of many researchers. The most specific basic 

problem is scheduling classes of courses or events (small class 

or large class) in such a way that no teacher or no students (or 

classes) are assigned to more than one course or class at the 

same time. This basic problem can be solved in polynomial 

time or exponential time by a minimize network flow 

algorithm. But in a real-world application, teachers can be 

unavailable in some time slots. Therefore, when this constraint 

takes place, the resulting timetabling problem is NP-complete 

[2].  

Timetabling is important planning in the school calendar. 

The class timetabling process is a process for implementing an 

event that contains a component of the teacher, students, and 

subject on the time component. If a manual system is used, the 

problem will take longer to find a solution, especially if the 

number of components and rules increases. 

Timetabling not only gives practical expression to the 

curricular philosophy of the school but timetabling also 

maintains and regulates the teaching and learning pulse of the 

school. Scheduling that is done properly ensures the delivery 

of quality education for students [3]. 

There are some aspects that must be considered to obtain a 

class schedule. Aspects related to scheduling that must be 

involved include:  

a. There is a request where the teacher cannot teach at

certain hours and days. (hard constraint)

b. Student schedules and teacher schedules are made in

such a way that there is not too much free time. (soft

constraint)

Constraints in course scheduling that must be fulfilled can 

be guaranteed not to be violated (hard constraint) and 

optimization in finding the minimum waiting time for students 

between classes (soft constraint) is processed using the two 

stages of the Best First Algorithm. The objective function 

attempts to optimize and minimize the idle hours between the 

daily teaching times of all teachers and daily student class 

times. 

University course timetabling is assigning courses and time 

slots and ensuring a minimum violation of soft constraints that 

define the quality of the timetable. The soft constraints that 

define differently for each institution, can make difficulty for 

algorithm solvers to find good solutions fast enough to be used 

in a practical setting [4]. 

The two-stage algorithm shows how to model the 

timetabling problem as a partial constraint satisfaction 

problem and gives a solver implemented with constraint 

handling rules that, by performing soft constraint rule and 

allows for making soft constraints an active process of the 

problem-solving process [5]. 

More complex constraint means more importance of the 

timetabling process for the educational system and highlights 

the multiple objectives of the task. Moreover, it makes clear 

that while the timetabling practice requires adopting all 

requirements for each institution. Every different constraint 
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found that hold uniquely for each institution, quality is an ill-

defined feature that every institution strives to achieve. For 

Example, at Virginia Tech, the quality of the course schedule 

is evaluated by the distance that the teacher or lecturer must 

travel from their office rooms to the classrooms. The unique 

time slots for class timetabling in the various categories make 

it possible to segregate the university-wide timetabling 

problem into different independent problems [6]. 

At Purdue University, they have to process two separate 

terms along with extensive experiments solving for two central 

and six departmental problems, individually. The problems 

faced by Purdue University reach 2500 classes each semester 

[7]. The number of classes is very large, so processing times 

can take a very long time. This must be anticipated in making 

algorithms for scheduling. 

At Hannover University, Germany, the School of 

Economics and Management has to create the complete 

timetable of all courses for a term. Approximately there are 

150 weekly lectures, seminars, and other events. Every class 

has to accommodate approximately 5 to 650 students. The 

teacher number approximately 100 teachers and the student 

number approximately 24,000 students. The decision problem 

is to assign many teaching groups to time slots and rooms with 

soft and hard constraints are met [8]. It is also necessary to pay 

attention to the uncertainty and dynamic environment on these 

constraints in each time schedule [9]. 

MARA University of Technology is one of the largest 

universities in Malaysia. MARA University of Technology 

has 13 branch campuses in Malaysia. Mara University of 

Technology offers 144 programs, delivered by 18 faculties. 

The dataset differs from the other institutions reported in the 

literature due to weekend constraints that have to be observed 

[10]. 

At Italian high schools, the timetabling problem consists of 

assigning class should consider for a given number of hours 

per week for each teacher [11]. The amount of time allocated 

for each student has been determined and should not be 

violated. The amount of time allocated has been regulated by 

the government, so scheduling has new hard constraints that 

cannot be violated. 

From previous research studies, it appears that several 

issues exist. In the existing problems, it appears that there are 

important things in the constraint. The constraint consists of 

hard constraints and soft constraints. Both of these problems 

must be solved with different levels of importance. There exist 

various institution timetabling problems depending on the 

environment and the characteristics of the particular institution 

[12]. The institution (University or school) timetabling 

problem is combinatorial and there are several strict 

organizational and sequence-related rules that must be 

considered. 

Combining the two types of constraints will make the 

problem-solving process longer and more resource consuming. 

It is also difficult to overcome hard constraint problems due to 

the existence of soft constraints. 

It also needs to be considered about the existence of highly 

combinatorial in the search tree. The highly combinatorial 

search tree will make the search time increase exponentially. 

The repair and enhancement of existing constraints can reduce 

search time. The use of two algorithm stages can also divide 

the two possible combinatorial possibilities. This method can 

also reduce the search time [13]. 

 

 

2. BEST FIRST SEARCH 

 

The best first search is a search algorithm to search the most 

promising node chosen according to a specified function or 

rule. The best first search is a method that generates nodes 

from the previous node. The best first search selects a new 

node that has the smallest cost among all leaf nodes that have 

been raised. The best node selection is done by using a 

function called the f (n) evaluation function. 

The best first search evaluation function can be an estimated 

cost from a node to the goal. The evaluation function also can 

be a combination of the actual cost and estimated cost. At each 

step of the first best search process, nodes are selected by 

applying an adequate heuristic function at each node selected 

using certain rules for generating replacement nodes. The 

heuristic function is a strategy to selectively search the space 

for a problem state, which guides the search process carried 

out along the path that has the greatest probability of success 

[14, 15]. 

There are several terms used in the best-first search method 

[16, 17]: 

1. The start node is a term for the initial position of a 

search 

2. The current node is the node that is being run in the 

shortest path search algorithm 

3. A successor is the nodes that will be checked after the 

current node 

4. The node is a representation of the search area 

5. An open list is a place to store data nodes that may be 

accessed from the starting node or the node being run 

6. A closed list is a place to store node data which is also 

a part of the shortest path that has been obtained 

7. The goal node is the destination node 

8. The parent is the current node of a successor. 

 

Scheduling for some tasks using the analytical hierarchy has 

been studied by T. Witkowski. Searching and making 

decisions for multi-objective scheduling has been successfully 

made and results in optimum scheduling [18]. At each stage, 

the best first search can use hyper-heuristic for the domain 

search. The use of some low-level heuristics makes search 

performance better [19]. Efficiency and optimization need to 

be done from design to implementation and need to be 

compared with other algorithms [20]. A full tree diagram as in 

Figure 1, is a fully open tree diagram. 

 

 
 

Figure 1. Example of a tree search [21] 
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The Best First Search Algorithm requires two lists to be 

implemented. First is OPEN LIST which manages nodes that 

have been raised but have not been evaluated. Another list is 

CLOSE LIST which manages nodes that have been raised and 

evaluated. The open list and the close list contain a list of state 

sequences that contain a list of classes and students that have 

been opened or closed. 

The search algorithm is as follows: 

1. The OPEN list contains the initial state and the 

CLOSE LIST is still empty. 

2. Repeat until the goal is found or until it is not in the 

OPEN LIST. 

a. Take the best node in the OPEN LIST. 

b. If the node is the same as the goal, then 

success. 

c. If not, enter the node in CLOSE LIST. 

d. Generate all successors from the node. 

e. For each successor, do: 

i. If the successor has never been 

raised, evaluate the successor, add 

to OPEN LIST, and record the 

parent. 

ii. If the successor has been raised, 

change the parent if the path 

through this parent is better than 

the path through the previous 

parent. Then update the cost for the 

successor and other nodes at the 

lower level. 

 

Graphs that are used using non-color graphs. Color graphics 

are not required in solving time scheduling problems, color 

graphs are more widely used in Linked List-Based Exact 

Algorithms. 

 

2.1 Two stages best first search 

 

On two stages of the best-first search, the process of the 

best-first search algorithm is processed twice independently. 

Goal nodes on the first stage of the best first search algorithm 

is used as initial nodes on the second stage of the best-first 

search algorithm. Both stages use different heuristic functions. 

The first stage uses the hard constraints function. The second 

stage uses the soft constraints function. Two heuristic levels 

for multistage flow systems are buffers between each stage 

[22]. The two best first search stages produce two-stage tree 

diagrams as in Figure 2. 

On stage two, it must be considered when opening a new 

node. A node that is contrary to the hard constraint is not 

opened. Because if it is opened it will disrupt the two-stage 

Best First Search Algorithm system. The use of two-stage 

heuristics is part of artificial intelligence that has sets of 

parameters that can be set to produce a combination of two 

optimal heuristic levels and produce the shortest time [23]. 

In opening a child from a node, it is important to consider 

the hard constraint. Nodes that violate the hard constraint will 

be immediately closed as in Figure 3. This makes the number 

of children opened smaller. This step will reduce the 

complexity of the course scheduling algorithm and cause a 

speed up timetabling process. This happens because the nodes 

that violate the hard constraints will be immediately removed 

without being added to the open list. 

 
Figure 2. Example tree search of two Stages Best First 

Search 

 

 
 

Figure 3. Example violation of hard constraints 

 

 

3. PROBLEM SOLVING AND MODELLING 

 

The goal of this research is to build a weekly time table. In 

a week there are 5 workdays (Monday, Tuesday, Wednesday, 

Thursday, and Friday). Every workday there is 5 timeslots for 

each course class (Time slot 1, Time slot 2, Time slot 3, Time 

slot 4, and Time slot 5). 

A node in the search tree is a two-dimensional matrix: 

 

𝑁𝑖 = 

[
 
 
 
 
 
𝑆1,2 𝑆1,2 𝑆1,3 𝑆1,4 𝑆1,5

𝑆2,1 𝑆2,2 𝑆2,3 𝑆2,4 𝑆2,5

𝑆3,1

𝑆4,1

𝑆5,1

𝑆3,2

𝑆4,2

𝑆5,2

𝑆3,3

𝑆4,3

𝑆5,3

𝑆3,4

𝑆4,4

𝑆5,4

𝑆3,5

𝑆4,5

𝑆5,5]
 
 
 
 
 

 (1) 
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where, i is the number of nodes that are evaluated by the 

algorithm (i = 1, 2, 3, 4, …). 

On matrix pointed in (1), columns mean days and rows 

mean slot- times. For every element of Ni, there is: 

 

𝑆𝑖,𝑗 = [𝐴 𝐵 𝐶𝑖,𝑗] (2) 

  

𝐶𝑖,𝑗 = { 𝑋 𝑤ℎ𝑜 𝑟𝑒𝑔𝑖𝑠𝑡𝑒𝑟𝑒𝑑 𝑖𝑛 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝐴| 𝑤ℎ𝑒𝑟𝑒 𝑋 

∈    𝑎𝑙𝑙 𝑠𝑡𝑢𝑑𝑒𝑛𝑡 𝑙𝑖𝑠𝑡 } 
(3) 

 

where: 

A is course/subject code. 

B is the teacher code. 

Ci,j is a list of students registered for A course. 

 

The matrix pointed in (1) and (2) represents the course 

schedule as shown in Table 1. 

 

Table 1. Course schedule that represented by matrix function 

 
Time Day 

Slot Monday Tuesday Wednesday Thursday Friday 

1 S1,1 S1,2 S1,3 S1,4 S1,5 

2 S2,1 S2,3 S2,3 S2,4 S2,5 

3 S3,1 S3,2 S3,3 S3,4 S3,5 

4 S4,1 S4,2 S4,3 S4,4 S4,5 

5 S5,1 S5,2 S5,3 S5,4 S5,5 

 

3.1 Heuristic function 

 

A heuristic function that is processed is a non-negative 

function. The standard way to build a heuristic function is to 

find a solution to a simpler problem, with fewer constraints. 

Problems with fewer constraints are often easier to solve. In 

many spatial problems which cost is distance and the solution 

are limited to going through predetermined arcs (for example, 

road segments), Euclidean straight lines, and more. The 

defined heuristic function is divided into two different 

heuristic functions for each stage. 

 

3.2 First stage heuristic function 

 

In the first stage, the heuristic formula calculation process 

is carried out for the teaching time of the teacher. The teacher 

cannot teach at any time. Every teacher has a different time 

slot to teach every day as pointed in (4) and (5). 

 

𝐵𝑖 = [𝐷1 𝐷2 𝐷3 𝐷4 𝐷5] (4) 

  

𝐷𝑖 = {𝑥 | 𝑥 ∈ 𝑥 ≤ 5 𝑎𝑛𝑑 𝑥 𝑖𝑠 𝑖𝑛𝑡𝑒𝑔𝑒𝑟}
 

(5) 

 

Each pair of subject schedules and teachers may not violate 

the teacher’s time slot. As pointed in (6) is the violation 

formula for one time slot and Monday. 

 

𝑣𝑖 = {
0, 𝑖𝑓 𝑆𝑖,1[𝐴 𝐵 𝐶] ∈ 𝐷𝑖

1, 𝑖𝑓 𝑆𝑖,1[𝐴 𝐵 𝐶] ∉ 𝐷𝑖  
(6) 

 

The heuristic function for a node for this constraint is: 

 

𝑓(𝑛) = ∑ ∑𝑣𝑖,𝑗

5

𝑗=1

5

𝑖=1
 

(7) 

 

Because the first stage is a hard constraint, the goal node 

occurs if the heuristic value is zero. 

 

3.3 Second stage heuristic function 

 

In the second stage, the process of calculating the heuristic 

formula is processed to streamline student time. Student 

waiting time between one course/class and another course is 

kept to a minimum. 

The algorithm for calculating student waiting times between 

the two classes is: 

1. For each class in a certain time slot student data is 

taken one by one. 

2. In the next time slot is searched whether the student 

is registered. 

3. If there is a student then the distance from the time 

slot is calculated (d = distance). 

4. If there is no student, then look for another time slot. 

 

The heuristic function for a node for this constraint is: 

 

𝑓(𝑛) = ∑ ∑ ∑ 𝑑𝑖,𝑗,𝑘

𝑛

𝑘=1

5

𝑗=1

5

𝑖=1
 

(8) 

 

Because in the second stage is the calculation for soft 

constraints, the goal node is the minimum heuristic value as 

possible, the best value is zero but it is hard to achieve. 

 

 

4. COMPUTATIONAL RESULT 

 

4.1 Set data input 

 

The model was tested by solving an instance from a set of 

random data. The experiment was carried out by: 

- Changing the number of teachers. 

- Changing lecturer teaching hours (hard constraints) 

- Changing the number of all students 

- Changing the number of students registered in a lesson 

This model was implemented in Personal Computer Intel® 

Core ™ i5-3570 CPU @ 1.40GHZ, 4 GB RAM 

 

4.2 First stage experiments 

 

For the first stage experiment, changes were made to the 

number of teachers and time slots for each teacher. In one 

week there are 5 days X 5 time slots = 25 time slots. The 

number of teachers determined in the experiment was 10 

teachers, 15 teachers, and 20 teachers. Each teacher is 

allocated 10 time slots. Experiments were carried out thirty 

times and the results of the experiments were averaged. The 

average results for each number of teachers (10, 15, and 20 

teachers) are shown in Figure 4. 

The next experiment is to change the time slot owned by 

each teacher. The number of teachers is was fixed, namely as 

many as 10 teachers. Several experiments were run for 

different time slots. The trial of the number of time slots held 

by each teacher is 5,10,15 as in Figure 5. 

In this experiment, the hard constraint experiment has 

completed a solution worth 100%. Some of the factors 

obtained are the more teachers there are, the longer the 

processing. Similarly, the fewer time slots a teacher has, the 

longer the processing time. 
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Figure 4. Solution quality for changing the number of 

teachers 

 

 
 

Figure 5. Solution quality for changing the number of time 

slots 

 

4.3 Second stage experiments 

 

In the second stage experiment, changes were made to the 

number total of students. The number of students processed 

starts from 300, 500, and 700 students divided into several 

parallel classes. Meanwhile, the number of teachers and 

teacher time slots were fixed with data from the first stage. 

Experiments were carried out thirty times and the results of 

the experiments were averaged. The average results for each 

number of students (300, 500, and 700 students) are shown in 

Figure 6. In this experiment, the resulting quality solution 

ranges from 55% to 75%. Fulfillment of soft constraints is not 

achieved 100%, this means that every student may have to wait 

between the classes that the student takes. 

 

 
 

Figure 6. Solution quality for changing the number of total 

students 

The next experiment is to change the number of students 

registered in a class. The number of students registered in a 

class starts from 25, 40, and 60 students. Meanwhile, the 

number of teachers and teacher time slots were determined 

using the first stage data. 

Experiments were carried out thirty times and the results of 

the experiments were averaged. The average results for each 

number of students are shown in Figure 7. 

 

 
 

Figure 7. Solution quality for changing the number of 

students registered in a class 

 

In this experiment, the constraint experiment has not 

completed a solution worth 100%, the results range from 40% 

to 60% only. Some of the factors obtained were that the more 

the number of students, the smaller the percentage of the 

quality of the solution. Likewise, the more students in a class, 

the smaller the percentage of solution quality 

 

 

5. CONCLUSION 

 

This paper proposed a heuristic model for timetabling using 

two stages Best First Search Algorithm. The use of two stages 

serves to keep the hard constraint from being fulfilled and not 

modified when processing the soft constraint. 

In the first stage, the heuristic function is taken from the 

hard constraint. The hard constraint is the availability of time 

or time slot from the teacher. The results of the experiment 

always managed to find a good solution with a relatively short 

time. Although the number of teachers was added, experiment 

results still managed to find a good solution. 

In the second stage, the heuristic function is taken from the 

soft constraint. This soft constraint is the efficiency of student 

waiting time. In the second stage algorithm experiment, it was 

never solved with 100% quality. In an experiment with a 

number of students of 300 - 700 students produce solutions 

with a quality of 55% - 75%. In the experiment with the 

number of students per class that changed between 25 - 60 

students per class resulted in a solution with a quality of 40% 

- 60%. Following the results of the second stage algorithm 

experiment, the time needed to process the second stage 

algorithm takes longer. 

With the resulting solution not being able to meet all the 

constraints, it is necessary to make adjustments to adjust 

certain classes so that the resulting solution is better. 
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