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 This paper mainly explores the classification of text digital teaching resources. Considering 

the features of the educational field, the weight calculation method of term frequency-

inverse document frequency (TF-IDF) algorithm and the k- nearest neighbor (KNN) 

algorithm were separately improved, and combined into a novel classification method for 

digital teaching resources. In the improved TF-IDF algorithm, the intra-class or inter-class 

distribution of the occurrence frequency of feature terms is determined, making the weight 

calculation more accurate. By contrast, the classification accuracy of traditional TF-IDF 

algorithm is limited, because the algorithm only considers term frequency (TF) and inverse 

document frequency (IDF). The improved KNN algorithm is grounded on density cutting 

of intra-class and boundary regions, thereby solving the defects of the traditional KNN 

facing the uneven distribution of sample density of digital teaching resources. The density 

cutting ensures the uniform distribution of samples and reduce the time required for 

classification. Experimental results show that the KNN-based digital teaching resource 

classification method is feasible and effective. 
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1. INTRODUCTION 

 

The popularization of digital education has enriched various 

kinds of digital teaching resources. The vast amount of digital 

teaching resources is extremely complex, lacking effective 

organization and management. Text resources are the most 

common type of digital teaching resources. In the past, text 

resources are usually classified manually. The manual 

classification is quite accurate facing a small amount of 

resources. However, with the growing scale of resources, this 

classification method is no longer efficient and more and more 

inaccurate with the elapse of time. As a result, it is an urgent 

task to effectively classify digital teaching resources. 

As a machine learning (ML) technology, automatic text 

classification [1] can effectively organize and manage text 

information. During the classification, the target text is 

calculated by the given classifier under certain rules, and then 

automatically divided into the corresponding classes. Owing 

to its fast speed and high precision, automatic text 

classification is widely regarded as the primary method for 

classifying digital teaching resources. However, digital 

teaching resources are currently classified by the general 

classification algorithm, which does not consider the features 

of the education field. Therefore, the classification effect 

needs to be further improved.  

 

 
 

Figure 1. The workflow of text classification 
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As shown in Figure 1, text classification mainly includes a 

training process and a classification process. The former 

involves text preprocessing, feature selection, weight 

calculation, classifier selection, and classifier training. The 

latter covers new text classification, result output, and 

performance evaluation. 

Considering the features of text digital teaching resources, 

this paper improves the traditional weighting method of term 

frequency-inverse document frequency (TF-IDF) algorithm 

and the k-nearest neighbor (KNN) algorithm, and successfully 

applied the improved methods to classify text digital teaching 

resources in an effective manner. 

 

 

2. LITERATURE REVIEW 

 

The research of text classification can be divided into three 

stages: theoretical research, experimental exploration, and 

practical application. With the maturity of relevant 

technologies, many practical applications of text classification 

have emerged, such as the email classification system 

developed by Massachusetts Institute of Technology (MIT), 

and the SWITH system for automatic classification of web 

search results. 

The main classification algorithms in the practical research 

are: support vector machine (SVM) [2], KNN [3], Naive Bayes 

[4], decision tree (DT) [5] and artificial neural network (ANN) 

[6]. These algorithms have been improved repeatedly in 

accuracy and speed. According to the statistical features of the 

Chinese language, Guo et al. [7] proposed a Chinese text 

classification method through case mapping and text 

representation using the word frequency vector. Parimala and 

Palanisamy [8] studied the feature selection method based on 

evaluation function, and calculated weight function by 

replacing IDF function with evaluation function. Yin and Xi 

[9] classified text resources with the maximum entropy model. 

Zhou and El-Gohary [10] improved the rule extraction method 

of text classification, drawing on the features of information 

entropy and genetic algorithm (GA). Based on clustering and 

weight allocation, Luo et al. [11] improved the KNN algorithm 

to solve the negative impact of unbalanced datasets. Sun and 

Bin [12] presented an efficient classification method based on 

latent semantic index and the ANN of self-organizing map 

(SOM). 

The most important difference between Chinese text 

classification and English text classification is word 

segmentation. Space character, which can effectively cut 

English text, is not suitable for Chinese text. Special rules are 

needed to segment Chinese text. There are roughly three kinds 

of Chinese text classification methods, namely, string 

matching-based methods [13], understanding-based methods 

[14], and statistics-based methods [15]. Trigano et al. [16] 

proposed a Chinese text classification strategy based on 

chaotic owl search algorithm (COSA), which outperforms the 

classification algorithm based on Euclidean distance. 

Considering the features of high data dimension and sparse 

data space, Adenis et al. [17] developed a text classification 

algorithm based on semantic inner product space model. 

 

 

3. IMPROVED TF-IDF WEIGHT CALCULATION  

 

TF weight calculation aims to measure the importance of 

feature items by their frequency in the text. The core concept 

of TF-IDF is that a feature contributes more to classification if 

it appears more frequently in a text than in other texts. The 

weight calculation can effectively improve the accuracy of text 

classification. 

 

3.1 TF-IDF weight calculation  

 

The calculation of TF-IDF can be defined as: 

 

TFIDF(𝐷𝑖 , 𝑇𝑘) = 𝑊𝑖𝑘 = 𝑇𝐹𝑖𝑘 × 𝐼𝐷𝐹𝑘 (1) 

 

where, Wik is the weight of feature item Tk in text Di; TFik is 

the frequency that feature item Tk appears in text Di.  

The core concept of IDF is that the distinguishability of 

feature term Tk is negatively correlated with the number of 

texts containing this term.  

The TFik can be defined as: 

 

𝑇𝐹𝑖𝑘 = 𝑆𝑖𝑘 ∑ 𝑆𝑖𝑗
𝑛

𝑗=1
⁄  (2) 

 

where, Sik is the number of times that feature Tk appears in text 

Di.  

The value of TFik increases with the frequency of 

occurrence of feature term Tk. The IDFk can be defined as: 

 

𝐼𝐷𝐹𝑘 = log𝑁 𝑁𝑘⁄  (3) 

 

where, N is the total number of texts in the training set; Nk is 

the number of texts containing feature term Tk in the training 

set.  

When the number of N is fixed, the importance of the 

feature is positively correlated with 𝑁𝑘  and negatively with 

IDF. 

 

Then, formula (1) can be redefined as follows: 

 

𝑊𝑖𝑘 = 𝑇𝐹𝑖𝑘 × 𝐼𝐷𝐹𝑘 = 𝑆𝑖𝑘 ∑ 𝑆𝑖𝑗
𝑛

𝑗=1
⁄ × log𝑁 𝑁𝑘⁄  (4) 

 

where, Sik and Nk are the main factors determining the value of 

Wik. Sik is proportional to Wik, and Nk is inversely proportional 

to Wik. 

Despite its superiority over other weight calculation 

methods, TF-DIF fails to consider the distribution of texts 

containing feature term 𝑇𝑘  among different classes, that is, 

whether the texts with feature items is concentrated in a text 

class or evenly distributed across text classes. 

 

3.2 Improved TF-IDF method 

 

This section improves the traditional TF-IDF algorithm as 

follows: Firstly, the frequency distribution of feature term Tk 

in one text class Ci and other classes was measured; Then, the 

proportion of text with feature term Tk in class Ci was 

considered; Finally, whether the frequency distribution of 

feature term Tk is balanced in Ci text with feature term Tk was 

evaluated. The specific steps of the improvement are explained 

below. 

Step 1. Determine whether the frequency of feature term Tk 

in the training set is concentrated in a class Ci or evenly 

distributed across different classes. If the term appears in class 

Ci, the feature must have a strong distinguishability in that 
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class, and should be given a high weight. In this case, 

parameter TDik can be introduced as the metric: 

 

𝑇𝐷𝑖𝑘 = 𝑇𝐹𝑖𝑘 𝑇𝐹𝑘⁄  (5) 

 

where, TFik is the occurrence frequency of feature term Tk in 

class Ci; TFk is the occurrence frequency of feature term Tk in 

the whole training set. The greater the TFik, the higher the 

proportion of the frequency distribution of feature items in 

class Ci. The greater the TDik, the stronger the 

distinguishability of feature term Tk for Ci. 

Step 2. Determine whether the frequency distribution of 

feature term Tk in class Ci is included in most texts of class Ci 

or concentrated in a few texts. In class Ci, the higher the 

proportion of texts containing feature term Tk is, the stronger 

the distinguishability of feature item for class Ci, and the 

higher weight to be assigned to the feature item. In this case, 

parameter CDik can be introduced as the metric: 

 

𝐶𝐷𝑖𝑘 = 𝑁𝑃𝑖𝑘 𝑁𝑃𝑖⁄  (6) 

 

where, NPik is the number of texts containing the feature term 

Tk in class Ci; NPi is the total number of texts in class Ci. When 

TDik remains unchanged, a large NPik means feature Tk is 

contained in many texts of class Ci, and the CDik has a large 

value. This means the higher the proportion of the texts 

containing the feature item in class Ci, the stronger the 

distinguishability of the feature item for class Ci. 

Step 3. Judge whether the frequency distribution of feature 

term is uniform in every text with feature term Tk in class Ci. 

If the distribution is uniform, the feature item must be highly 

distinguishable, and should be assigned a high weight. In this 

case, parameter MFik can be introduced as the metric: 

 

𝑀𝐹𝑖𝑘 =∑ (𝑇𝐹𝑖𝑘 − 𝑇𝐹̅̅̅̅ 𝑖)
2

𝑁𝑃𝑖𝑘

𝑗=1
𝑁𝑃𝑖𝑘⁄  (7) 

 

where, 𝑇𝐹̅̅̅̅ 𝑖 is the average occurrence frequency of Tk in texts 

containing feature term Tk in class Ci. The deviation degree of 

feature term Tk in class Ci can be derived from variance. 

Setting parameter MTC to 𝑀𝐹𝑖𝑘 ∗ 𝑇𝐷𝑖𝑘 ∗ 𝐶𝐷𝑖𝑘 , the 

improved weight calculation formula can be derived from 

formulas (5)-(7) as: 

 

𝑊𝑖𝑘 = 𝑇𝐹𝑖𝑘 × 𝐼𝐷𝐹𝑘 × 𝑀𝑇𝐶

= 𝑆𝑖𝑘 ∑ 𝑆𝑖𝑗
𝑛

𝑗=1
⁄ × log𝑁 𝑁𝑘⁄

× 𝑇𝐹𝑖𝑘 𝑇𝐹𝑘⁄ × 𝑁𝑃𝑖𝑘 𝑁𝑃𝑖⁄

×∑ (𝑇𝐹𝑖𝑘 − 𝑇𝐹̅̅̅̅ 𝑖)
2

𝑁𝑃𝑖𝑘

𝑗=1
𝑁𝑃𝑖𝑘⁄  

(8) 

 

 

4. KNN CLASSIFICATION ALGORITHM BASED ON 

DENSITY CUTTING 

 

The KNN algorithm, as one of the best classifiers, is 

excellent in solving multi-class problem. The core idea is that, 

in the feature space, if the K samples closest to the target 

samples belong to a class, then the target samples must also 

belong to this class. 

Text similarity is used to measure the distance between two 

texts. Euclidean distance method [18] and angle cosine method 

are commonly used to calculate the similarity. In this paper, 

the angle cosine method, which is more suitable for KNN, is 

adopted: 

 

𝑆𝑖𝑚(𝑑𝑖 , 𝑑𝑗)

=∑ 𝑊𝑖𝑘 ×𝑊𝑗𝑘

𝑛

𝑘=1
√(∑ 𝑊𝑖𝑘

2
𝑛

𝑘=1
)(∑ 𝑊𝑗𝑘

2
𝑛

𝑘=1
)⁄  

(9) 

 

where, di and dj are any two texts i and j in the training set; 𝑛 

is the total dimension of the eigenvector; Wik and Wjk are the 

weight of feature item in the text vector of texts di and dj, 

respectively. 

The greater the cosine value Sim(di, dj), the smaller the angle 

between the vectors of the two texts, and the higher the 

similarity between the two vectors. 

 

 
 

Figure 2. The workflow of the KNN algorithm 

 

As shown in Figure 2, the KNN algorithm can be 

implemented in the following steps: 

Step 1. Represent each text in the training set by vector 

space model, and take the weight of each dimension feature as 

the result of improved TF-IDF method. 

Step 2. Represent each text in the test set by vector space 

model, and take the weight of each dimension feature as the 

result of improved TF-IDF method. 

Step 3. Calculate the spatial distance, that is, the text 

similarity Sim(X, Dj), between the target text in the test set and 

each text in the training set. 

Step 4. Sort the calculated Sim(X, Dj) values in descending 

order, and select the K training set texts with the highest 

similarity to target text X. 

Step 5. Count the distribution of the selected K texts in each 

class, and allocate the target texts into the class of the most 

texts.  

During the classification of digital teaching resources, it is 

common to have the same number of texts in several classes. 

In this situation, the weight of the target text in each class 

should be calculated according to the classes of the K most 

similar texts. 
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Faced with digital teaching resources, the traditional KNN 

algorithm has two defects: a high computing load is incurred 

if there are many texts in the training set; misclassification 

may arise as the samples are unevenly distributed across 

different classes. The uneven distribution of samples is shown 

in Figure 3. 

 
Figure 3. An example of the uneven distribution of samples 

 

In the example of Figure 3, the target text ought to be 

classified into class 2. However, when K = 10, class 1 contains 

6 most similar texts, far denser than class 2, which contains 4 

most similar texts. In this case, the target text is classified 

incorrectly to class 1. 

The computing load of the KNN algorithm can be reduced 

in two ways: (1) optimizing the search efficiency of the nearest 

neighbors of the target text; (2) reducing the size of the training 

set by selecting the most representative samples from the 

original training set, forming a new training set, or deleting 

some samples from the sample set and taking the remaining 

ones as the new training set. 

Following the second approach, this paper improves the 

KNN algorithm based on density cutting, aiming to lower the 

time complexity and avoid the incorrect classification induced 

by the uneven distribution of samples in training set. 

 

 
 

Figure 4. The sketch map of intra-class region and boundary 

region 

 

As shown in Figure 4, high density areas were divided into 

an intra-class region (red circle), and a boundary region (blue 

circle). The high-density cutting strategies for the two regions 

are explained separately. 

In the intra-class region, for text y in the high-density region, 

the number of texts was reduced in the high-density region in 

the ε-neighborhood of y, making the density of y and the 

nearby texts more uniform. 

In the boundary region, it is judged whether any other text 

falls within the high-density region in the ε-neighborhood of x; 

if yes, the text was cut. 

The overall workflow of our density cutting scheme is 

illustrated in Figure 5. 

 
 

Figure 5. The workflow of density cutting scheme 

 

From the above process, it can be seen that the time 

complexity of the sample cutting is O(2n), while the time 

complexity of traditional KNN algorithm is O(n2). Besides, the 

time complexity of the improved algorithm will decrease, 

because n decreases with the cutting process of training set. 

 

 

5. EXPERIMENTS AND RESULT ANALYSIS 

 

The experimental dataset contains 6,000 digital texts evenly 

distributed in 10 classes: mathematics, literature, English, 

physics, chemistry, biology, politics, geography, history, and 

others. The dataset was divided into a training set of 4,200 

texts, and a test set of 1,800 texts. The distribution of the 

digital texts is shown in Figure 6. 

 

 
 

Figure 6. The distribution of the digital texts  

 

With the feature dimension of 500 and K value of 15, the 

classification effects of traditional TF-IDF and improved TF-

IDF were compared (Table 1). 

524



Table 1. The classification effects of traditional TF-IDF and improved TF-IDF  

 
Category  TF-IDF Improved TF-IDF 

 Recall  Precision F1-statistic Recall  Precision F1-statistic 

Mathematics 77% 83.72% 80.78% 81% 85.61% 82.17% 

Literature  81% 79.19% 80.65% 87% 84.72% 85.82% 

English  76% 96.87% 86.31% 76% 97.82% 86.78% 

Physics 74% 88.26% 80.02% 75% 88.38% 81.72% 

Chemistry 75% 85.61% 78.90% 79% 86.72% 82.81% 

Biology 72% 82.58% 76.91% 75% 85.19% 79.05% 

Politics 76% 80.18% 78.28% 74% 83.42% 78.92% 

Geography 71% 85.39% 76.39% 73% 85.92% 77.59% 

History 81% 79.05% 80.18% 80% 81.09% 81.39% 

Others 62% 73.38% 71.35 69% 74.28% 73.81% 

As shown in Table 1, the improved TF-IDF achieved better 

precision and recall in most classes, except for the slightly 

lower recalls in politics and history and the comparable recall 

in English. In addition, the improved TF-IDF had much better 

F1-statistic, a comprehensive evaluation index, in various 

classes. The results show that the improved TF-IDF outshines 

the traditional TF-IDF in weight allocation and classification. 

Next, the classification effect and time before and after the 

density cutting were compared. The minimum number of 

samples (MinPts) was changed from 1 to 11, and the training 

set was processed by our density cutting scheme. The variation 

of cutting ratio with MinPts is presented in Table 2. The 

corresponding effect of cutting ratio is shown in Figure 7. 

Figure 8 compares the F1-statistics after classification using 

the training sets before and after density cutting. 

It can be seen from Figure 7 that the cutting ratio decreased 

with the increase of MinPts. From Figure 8, it is observed that, 

when MinPts fell between 8 and 11, better F1-statistc was 

obtained using the improved KNN algorithm based on density 

cutting. Therefore, the proposed method achieves desirable 

classification results.  

 

Table 2. The variation of cutting ratio with MinPts 

 
MinPts The cutting number  The cutting ratio 

1 1,025 48.80% 

2 881 41.95% 

3 741 35.28% 

4 667 31.76% 

5 614 29.24% 

6 568 27.05% 

7 517 24.62% 

8 481 22.90% 

9 447 21.29% 

10 421 20.05% 

11 403 19.19% 

 

 
 

Figure 7. The corresponding effect of cutting ratio 

 
 

Figure 8. The comparison of F1-statistics before and after 

cutting 

 

 

6. CONCLUSIONS 

 

Considering the features of text digital teaching resources, 

this paper optimizes the text preprocessing process by 

improving the traditional TF-IDF algorithm. In the improved 

algorithm, the intra-class or inter-class distribution of the 

occurrence frequency of feature terms is determined, making 

the weight calculation more accurate. In addition, the 

traditional KNN algorithm was improved based on density 

cutting to solve the problems of the traditional algorithm in the 

classification of digital teaching resources. Experimental 

results show that the KNN-based digital teaching resource 

classification method is feasible and effective. 
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