
Classification of Alzheimer's Disease MRI Images with CNN Based Hybrid Method 

Muhammed Yildirim*, Ahmet Cinar

Computer Engineering Department, Firat University, Elazig 23100, Turkey 

Corresponding Author Email: 171129205@firat.edu.tr

https://doi.org/10.18280/isi.250402 ABSTRACT 

Received: 28 June 2020 

Accepted: 2 August 2020 

Alzheimer is a type of dementia disease that is common in older ages. This disease is a 

progressive form of neurological disease that causes the destruction of brain cells. Since 

Alzheimer's is a progressive disease, various problems increase over time. For this reason, 

it is very important to diagnose the disease early and start the treatment process. In this 

study, it was tried to determine at which stage the disease is or whether it is Alzheimer using 

brain images. CNN architectures are used to diagnose the disease. In addition, a hybrid 

method we have developed has been proposed. With the architectures used, it is classified 

in 4 stages according to the disease progression level. In the proposed hybrid model, the 

Resnet50 method is used as the basis. The results are obtained separately by Alexnet, 

Resnet50, Densenet201, Vgg16, and the Hybrid method we developed. An accuracy of 90% 

has been achieved with the developed hybrid model. Consequently, when other scientific 

paper in the literature are investigated, it is finalized that the hybrid model developed to 

diagnose Alzheimer’s disease has achieved the success achieved by other CNN 

architectures and even offers better results. 
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1. INTRODUCTION

Alzheimer's is a neurological illness that occurs when brain 

cells are destroyed. Alzheimer patients suffer from confusion, 

difficulties in adapting to one's environment, problems related 

to speech and language skills, low motivation and problems. It 

is important to diagnose Alzheimer's illness early [1]. 

Studies on Alzheimer illness have been conducted in the 

literature. In their study, Lee et al. used deep learning methods 

for the diagnosis of Alzheimer's disease. They stated that when 

they used a single data method separately, they obtained an 

accuracy rate of 75%, and the second method they used 

achieved an accuracy rate of 81% [2]. 

Goo et al. applied more than one method in their study. They 

obtained accuracy values of 87.62% with CNN architectures, 

85.61% with 2D SIFT method, 86.31% with 2D Kaze method, 

85.26% with 3D SIFT method, and 83.15% with 3D Kaze 

method [3].  

Zhao et al. stated that they obtained 92% accuracy by using 

SVM method in their study using 15 healthy and 15 patient 

data [4]. 

Ortiz et al. stated that using the deep learning methods, they 

increased the accuracy rate up to 90% in the diagnosis of the 

disease [5]. 

Moradi et al. stated that they achieved 90.2% accuracy 

using SVM and cross-validated. They used 10 folders for 

cross-validated. They stated that the results of their study 

played a major role in the diagnosis of the illness [6]. 

Salvatore et al. stated that they used a machine learning 

method that they optimized in their study for the diagnosis of 

Alzheimer disease and obtained the highest accuracy rate of 

76% [7]. 

Lu et al. used the multiscale deep neural network structure 

to diagnose Alzheimer's illness. They stated that they used a 

data set taken from 1051 subjects and obtained an accuracy 

value of 82% [8]. 

In this paper, the Resnet50 architecture is used as the base 

and a hybrid model is proposed. 

In this paper, CNN architectures are used to diagnose 

Alzheimer's illness. Results were obtained with Resnet50, 

Densenet201, Vgg16 and Alexnet architecture. Later, the 

classification operating was executed with the developed 

Hybrid model. The highest performance rate was achieved in 

the developed hybrid method. Resnet50 model was used as a 

base in the developed hybrid model. Some layers of Resnet50 

model have been removed. In addition, new layers added to 

the Resnet50 model [9]. 

The article includes Theoretical Background in chapter 2, 

Application and Result in chapter 3 and Conclusion in chapter 

4. 

2. THEORITICAL BACKGROUND

In this paper, deep learning architectures were used. Deep 

learning is a type of learning in which algorithms process data 

and perform the learning process inspired by the human brain 

[10].  

2.1 Dataset 

The data set used in this paper was taken from the open 

access Kaggle website. Alzheimer's Dataset consisting of MRI 

images was used in the study. There are 4 classes: Very Mild 

Demented, Mild Demented, Moderate Demented and Non 

Demented in the dataset used [11]. First of all, the data set was 

prepared and pre-processed. First of all, the network was 

trained with this data set [12]. It was then tested with test data. 

The amount of data and image samples used in the study are 

presented in Figure 1. 
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Figure 1. Images and image numbers 

 

 
 

Figure 2. Structure of the hybrid model 

 

2.2 Structure of systems 

 

Instead of training a network from scratch in the proposed 

hybrid model, it is aimed to benefit from the current 

knowledge of Resnet50 architecture. In the improved hybrid 

model, the last five layers of Resnet50 have been removed. 

Ten new layers were added in place of these removed layers, 

and the number of layers increased from 177 to 182 [13]. The 

architecture of the proposed hybrid model is as in Figure 2. 

The layers used in the developed hybrid model are 

explained respectively. 

 

 

3. APPLICATION AND RESULTS 

 

In this paper, it is aimed to classify using 4 class Alzheimer 

MRI images. First, the networks were trained with training 

data, and then they were tested using test data. While 80% of 

the data is used for training, 20% of the data is used for testing. 

The application was carried out on a computer with i7 

processor in Matlab environment [14]. 

 

3.1 Performance metrics 

 

There are several preferred methods for scale the 

performance of the classification. These calculations are 

calculated using the confusion matrix. The most preferred 

metrics are Accuracy, Precision, Recall and F-Score accuracy. 

Confusion Matrix: The confusion matrix is one of the 

major metrics used in the classification process in CNN 

architectures. Other performance measures are calculated 

using the Confusion matrix [15]. Confusion Matrix used in the 

study is shown in Table 1. 

 

Table 1. Confusion matrix 

 
Classes C1 C2 C3 C4 

C1 a1 a5 a9 a13 

C2 a2 a6 a10 a14 

C3 a3 a7 a11 a15 

C4 a4 a8 a12 a16 

 

True Positive (TP): TP is the estimated correct number of 

data [16]. 
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True Negative (TN): What is really negative is that the data 

is estimated negatively [17]. 

False Positive (FP): The fact that it is actually negative is 

that data is estimated positively [18]. 

False Negative (FN): The fact that it is actually positive is 

that data is estimated negatively [19]. 

The metrics obtained from the confusion matrix are defined 

for class C1. The same values are calculated separately for 

other classes. a1 expression belongs to class C1 and is the 

number of correctly predicted values. 

 

TP= 𝑎1 

TN= Sum of all values except values in row and column C1 

FP=a2+a3+a4 

FN=a5+a9+a13  

Accuracy (ACC): Calculation of the accuracy value is 

given in Eq. (1) [20]. 

 

𝑨𝑪𝑪 =
𝑻𝑷 + 𝑻𝑵

𝑻𝑷 + 𝑻𝑵+ 𝑭𝑷+ 𝑭𝑵
 (1) 

 

Error Rate (ERR): Calculation of the error rate is given in 

Eq. (2) [21]. 

 

𝑬𝑹𝑹 =
𝑭𝑷+ 𝑭𝑵

𝑻𝑷+ 𝑻𝑵+ 𝑭𝑷+ 𝑭𝑵
 (2) 

 

F-Score: The F-Score value is presented in Eq. (3) [22]. 

 

𝑭 − 𝑺𝒄𝒐𝒓𝒆 =
𝟐 ∗ 𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 ∗ 𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 + 𝑹𝒆𝒄𝒂𝒍𝒍
 (3) 

 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝑻𝑷

𝑻𝑷 + 𝑭𝑷
 (4) 

 

𝑹𝒆𝒄𝒂𝒍𝒍 =
𝑻𝑷

𝑻𝑷 + 𝑭𝑵
 (5) 

 

𝑺𝑷 =
𝑻𝑵

𝑻𝑵+ 𝑭𝑷
 (6) 

 

3.2 Experimental results 

 

In this paper, it is aimed to classify the data in 4 different 

stages of Alzheimer disease. CNN architectures and the 

Hybrid method we developed were used for education. Also 

the performance of the architectures has been tested with the 

metrics that we have presented the theory of in the title. 

Abbreviations used in tables; 

 

A=MildDemented 

B=ModerateDemented 

C=NonDemented 

D=VeryMildDemented 

 

The accuracy and loss graphs of the network trained with 

the hybrid architecture we developed are presented in Figure 

3. 

When the network was tested with test data after training, 

the confusion matrix in Table 2 was obtained. 

When the Confusion Matrix was examined, the hybrid 

model developed 90 test data correctly while placing 10 data 

in the wrong class. Accuracy rate in total is 90%. It achieved 

the highest accuracy rate in Class A with X%, while the lowest 

accuracy in Class B with y%. 

 

 
 

Figure 3. Accuracy and loss curves of the hybrid model 

 

Table 2. Confusion matrix of the Hybrid model 

 
A 29 - - 1 

B 2 7 1 - 

C - 1 27 2 

D 1 2 - 27 

 A B C D 

 

Some of the performance criteria obtained for the Hybrid 

model are presented in Table 3. 

While the developed Hybrid model achieved the highest 

accuracy rate in the MildDemented class, it achieved the 

lowest accuracy in the ModerateDemented class. 

The accuracy and loss curves obtained using the Alexnet 

architecture are presented in Figure 4. 

 

Table 3. Hybrid model performance criteria 

 
 Accuracy Precision Recall F-Score 

A 96.6% 96.6% 90.62% %93.51 

B 70% 70% 70% %70 

C 90% 90% 96.42% %93.09 

D 90% 90% 90% %90 

 

 
 

Figure 4. Alexnet accuracy and loss curves 
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Table 4. Alexnet confusion matrix 

 
A 30 - - - 

B 9 1 - - 

C 2 - 27 1 

D 2 - - 28 

 A B C D 

 

The confusion matrix obtained after the network is trained 

and tested with test data is given in Table 4. 

The Alexnet architecture, which was developed when 

Confusion Matrix was examined, classified 86 test data 

correctly and placed 14 data in the wrong class. The total 

accuracy rate is 86%. 

The accuracy and loss curves obtained using the 

Densenet201 architecture are presented in Figure 5. 

 

 
 

Figure 5. Densenet201 accuracy and loss curves 

 

The confusion matrix obtained after the network is trained 

and tested with test data is given in Table 5. 

 

Table 5. Densenet201 confusion matrix 

 
A 30 - - - 

B 7 3 - - 

C 3 - 25 2 

D 1 - - 29 

 A B C D 

 

The Densenet architecture, developed when Confusion 

Matrix was examined, classified 87 test data correctly and 

placed 13 data in the wrong class. The total accuracy rate is 

87%. 

The accuracy and loss curves obtained using the Resnet50 

architecture are presented in Figure 6. 

Resnet50 architecture, which was developed when 

Confusion Matrix was examined, correctly classified 78 test 

data and placed 22 data in the wrong class. The total accuracy 

rate is 78%. 

The accuracy and loss curves obtained using the Vgg16 

architecture are presented in Figure 7. 

The confusion matrix obtained after the network is trained 

and tested with test data is given in Table 7. 

The Vgg16 architecture, which was developed when 

Confusion Matrix was examined, correctly classified 78 test 

data and placed 22 data in the wrong class. The total accuracy 

rate is 78%. 

The results obtained with the developed hybrid model and 

other CNN architectures are given in Table 8. 

 

 
 

Figure 6. Resnet50 accuracy and loss curves 

 

The confusion matrix obtained after the network is trained 

and tested with test data is given in Table 6. 

 

Table 6. Resnet50 confusion matrix 

 
A 27 1 2 - 

B 5 4 1 - 

C - 1 22 7 

D - 2 3 25 

 A B C D 

 

 
 

Figure 7. Vgg16 accuracy and loss curves 

 

Table 7. Vgg16 confusion matrix 

 
A 29 1 - - 

B - 10 - - 

C - 2 25 3 

D - 10 6 14 

 A B C D 
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Table 8. Accuracy rates of all models 

 

Architectures Used Accuracy 

Densenet201 87% 

Vgg16 78% 

Alexnet 86% 

Resnet50 78% 

Developed Hybrid Model 90% 

 

3.3 Literature research 

 

Similar studies have been done in the literature before. But 

in most of the studies, 2 classes were used. It is either in 2 

classes that he is sick or not. In this study, we have made an 

attempt to estimate the stage of the disease. The disease is 

classified in 4 stages in total. This is of very importance for the 

diagnosis of the illness. The previous studies related to the 

subject are presented in Table 9. 

 

Table 9. Literature review table 

 
Authors/Year Methods Accuracy 

Lee et al. /2019 [3] Deep Learning 
75.00% 

81% 

Goo et al. /2017 [4] 

CNN, 

2D SIFT, 

2D KAZE, 

3D SIFT, 

3D KAZE. 

87.62% 

85.61% 

86.31% 

85.26% 

83.15% 

Zhao et al./2015 [5] SVM 92% 

Ortiz et al./2016 [6] Deep Learning 90% 

Moradi et al. /2015 [7] SVM 90.2% 

Salvatore et al. /2015 [8] Machine Learning 76% 

Lu et al. /2018 [9] 
Multiscale Deep 

Neural Network 
82% 

 

 

4. CONCLUSION 

 

Alzheimer's is a type of neurological disease that occurs in 

later years. It causes many ailments such as losing human 

memory and confusion. People with Alzheimer's disease 

become unable to do their daily activities. It is of major 

importance that this disease can be diagnosed early by 

computer-aided systems. In this paper, Resnet50 model, one 

of the CNN-based architectures, was used as the basis in the 

method we improved. Thanks to the layers added and removed 

to the Resnet50 architecture, the accuracy rate of 78% has 

increased to 90% with the Hybrid model we have developed. 

This rate has a high success compared to previous studies. In 

addition, while most of the previous studies in the literature 

were working on two classes, a data set showing the 4 stages 

of the disease was used in our study. However, it is thought to 

be a high performance study. 
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