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Plants disease identification plays a major role in agriculture yield prevention. 

Traditionally, manual plant surface examination is conducted which is time-consuming and 

relatively less efficient. Therefore, this study incorporates machine vision-based techniques, 

for plant disease identification (i.e. healthy leaf, Alternaria Alternate, and bacterial blight). 

The developed method employs a dataset comprised of more than 10,000 data points. 

Initially, Image processing is performed followed by image pre-processing techniques for 

noise removal. Subsequently, image segmentation is performed for the region of interest 

(ROI). A multiclass classifier is introduced for plant disease analysis, which results in a 

percentage of disease spreading in healthy leaf. The results were compared with other 

methods and it is evident that the developed method has shown 95% accuracy in plant 

disease identification.    
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1. INTRODUCTION

Modern technology has assisted farmers in meeting 

society's global food demands. Food security and crop health 

monitoring remain threatened by many factors, such as, 

climate change [1], pollinators reduction [2], and crop/plant 

diseases. A common medium of plant disease is micro-

organisms and insects. These micro-organisms leave visual 

clues on plant surfaces which could assist in plant disease 

detection. It is to note that studying diseases affecting plants 

caused due to bacterial or viral substances, lead to classify two 

subbranches of diseases such as (i) abiotic and (ii) biotic. 

Abiotic in contrast, are caused by non-living ecological 

conditions and circumstances, such as chemicals, hail, weather 

condition etc. These diseases are non-infectious and non-

transmissible and cause less harm compared to biotic plant 

diseases. On the other hand, Biotic plant diseases are caused 

by living organisms, such as viruses, fungi, and bacteria. Thus, 

disease plant prevention, yield loss, and plant health 

monitoring have shown great scope for researchers and is 

currently an expanding area of research. Previously, a 

common practice was to observe the leaf of a plant via the 

naked eye. This practice was mostly carried out by botonny 

experts, in international or national agriculture institutions and 

/or in agricultural extension organizations. This practice often 

requires expertise in botany, having the knowledge and 

experience to determine the state of the plant or a team of 

professional/experienced experts for continuous examination 

of the field. This practice is expensive as well as time-

consuming depending on the size of the field/farm. Thus, 

various efforts were made to develop a cost and time effective 

method to counter this problem [3]. 

With the development in the computational system over the 

past decade, especially, in embedded processors, Artificial 

Intelligence (AI) and machine learning have shown to be 

growing exponentially. Manual inspection is a time-

consuming and expensive task to oversee various things, such 

as plant health monitoring and disease. A dataset needs to be 

established to employ machine learning principals for plant 

disease detection. The dataset is required to be large and 

contains a variety of data points, having both diseased and 

healthy samples. The dataset is then provided to a supervised 

or unsupervised machine learning classifier that trains in terms 

of negative (0) and positive (1) data points provided in the 

database. The classifier finds abnormities on the surface of the 

leaf such as, brown spots as shown in Figure 1.  

Figure 1. Alternaria alternate 

Some common biotic disease is shown in Figure 2 which 

represent bacterial, viruses, and fungal diseases. 

This table represents the most common symptoms of 

bacterial, fungal, and viral diseases that could be observed 

visually, however, to determine if it is a bacterial fungal or viral 

disease require tests.  

While studying disease leaf, it was found the disease slowly 

covers the leaf by eliminating healthy cells in the leaf and 

slowly spreading over the leaf and ultimately the plant. 

However, a dying or dead leaf has part of it dying but has an 

overall effect. The leaves would turn colours, from red to 

yellow to purple, and then to brown. The skin and stem of the 

leaf become brittle and the leaf would then fall from the tree. 

The main visual clue for disease and dead leaf is the way it 

covers the leaf. The cellular examination, whether disease or 

dead cells, could be discovered after running tests.  
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Figure 2. (a) Bacterial Disease, (b) Viral Disease, (c) Fungal 

Disease 

 

According to a study [4], billions of dollars have been lost 

due to plant diseases and have caused heavy crop losses in 

Ireland. Approximately 1.5 million people deceased due to 

starvation leaving 1.5 million to relocate to other parts of the 

region. Renato et al. [5] in a study discussed that about more 

than 2 million plants were abolished from the lands of nurseries 

and farms due to various plant diseases. This resulted in an 

estimate of USD $116 million spent for abolishing those 

diseases, infected trees, and plants in the past ten years still 

leaving its presence in the US. These unpleasant incidents have 

made plant disease detection and management a great challenge. 

Due to the complexity of understanding visual patterns, precise 

detection has yet to be made. This lack of precise detection has 

led to the increasing demand for image processing, pattern 

recognition, machine learning, and machine vision to achieve 

sophisticated detection and classification of plant diseases. 

During studies conducted for plant disease classification, 

images were generated that could be employed for the 

development of the algorithm. This process involves excessive 

process time, development time, and execution time. Thus, for 

this purpose, image processing techniques are utilzied for the 

development of such a system which could classify and rule out 

plant disease 

 

 

2. LITERATURE REVIEW  
 

Due to the importance of plant health management 

universally, plant disease detection has attracted many 

researchers in this field for finding different methods to 

address this concern. As shown in Table 1. there could be 

many similarities between fungal and bacterial diseases. 

An interesting method is discussed by Tamilselvi and 

Kumar [5] which makes the utlization of the artificial neural 

network (ANN). The Gabor filter was employed for feature 

extraction in the study, ANN which then classifies different 

plant diseases based on texture, colour and feature. However, 

the recognition rate could be increased. 

In a study, Prabira [6] developed a technique employ 

histogram matching. This method was based on edge detection 

and colour feature. The training was performed by utilizing the 

layer separation technique. This technique classifies the image 

into RGB (Red, Blue, and Green) images. The colour co-

occurrence was achieved by utilizing a Spatial Gray-level 

Dependence Matrices. There exist many techniques for 

classification of data, among these classification techniques, 

two were chosen for inspection in terms of accuracy which are 

(i) the decision tree and (ii) regression tree while studying on 

immature peach detection [7]. The random forest resembles 

that of a summing different decision trees which were obtained 

via an identical dataset having identical training points. The 

decision tree aims to reduce variation which occurs in the 

decision tree. The utlization of this classifier and others have 

been studied and analyze in detail [8]. Working on spot 

segmentation in plant disease was also performed for the 

identification of plant disease [9]. This study was conducted 

by comparing different colour spaces, namely as CIELAB, 

HSI, and YCbCr. A median filter was applied to smoothen the 

image, followed by the Otsu method on colour components 

and the calculation of the threshold lead to the detection of the 

diseased spot. Although some noise/unwanted signals were 

generated but were removed by employ CIELAB colour 

model. Most of the research conducted digital cameras with an 

optical axis which is perpendicular to the plane of the leaf. A 

study has also employed android mobile to capture images, the 

images were taken at a fix distance [10]. The images generated 

in a controlled environment are comparatively more suitable 

to work with. The result of the system greatly depends on the 

background and other distortion [11]. However, distortion 

removal could improve image quality making it easy for 

further processing. While analyzing the colour space 

conversion (CSC) techniques like hue, saturation, and value 

HSV, it was noted that the CSC has a resembles that of a 

human sensing property [12]. A similar technique to HSV is 

HIS, where I stand for intensity [13]. Other CSC includes 

YCbCr, Hue-Max–Min–Diff, CIE 1976 L*a*b*, RGB, CIE 

1976. Subsequent to CSC, desired enhancement is performed 

to achieve filtering for sharpening. In litrature, some 

commonly employed filters are neighbourhood means [14], 

spatial low pass filter, and frequency low pass filter. Complex 

computing methods such as fuzzy logic, genetic programming, 

and artificial neural networks [15] are also in practice. These 

complex computational methods require an input training data 

set for problem solving. Image acquisition is one of the most 

curial part for the system accuracy, as it depends on image 

samples, which are required for classifier training. Researchers 

have utlized known databases such an IPM Images, Plant-

Village Images, and APS Image database [16]. The thermal 

imaging approach has also been implemented for finding plant 

diseases, the variation of tissue temperature has been studied 

and accurately detected by thermal images. The results 

generated were under a controlled environment [17].  

 

Table 1. Fungal and bacterial disease signs and symptoms  

 
Fungal Disease (signs) Fungal Disease (symptoms) Bacterial Disease (signs) Bacterial Disease Symptoms 

Leaf Rust Leaf Spot Bacterial Ooze Mosaic Leaf Pattern 

Stem Rust Birds Eye Spot on Berries Water Soaked Lesion Crinkled Leaves 

White Chlorosis Bacterial Streaming in Water from a Cut Stem Yellowed Leaves 
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Interesting research was performed utilizing a fuzzy 

classifier, principal of grouping both negative and positive 

data set points into fuzzy groups [18]. These groups are then 

given a membership function defined by the truth value. A 

novel approach is presented by Kusumo et al. [19] this 

approach had aimed to identify the infection in wheat crop 

digital images. The data set is provided with both positive and 

negative images. The classifier gave an accuracy rate of 88% 

for positive (healthy) and 56% for a negative (unhealthy). 

KNN Classifier the K Nearest Neighbors is another simple 

classifier that employed a simple technique of storing all 

available cases and classifies new cases based on a similarity 

measure. The K-Nearest Neighbors is applied due to its pattern 

recognition, statistical estimation, and classification for 

machine learning. An approach was made for identifying 

diseases in sugarcane. Image processing was performed for 

feature extraction and then KNN classifier for classification 

[20]. Support Vector Machine (SVM) a technique that makes 

classes of the data point in such a way that each class as a 

similarity with the other data points of the same class, thus 

classifying or grouping similar data in a signal class. This 

study showed that image processing techniques could be 

employed to determine the level of nitrogen in the plant 

through leaf image. The study worked with pixels and SVM. 

Features were extracted and compared to determine if the leaf 

image was a high or low level of nitrogen. This research has 

improved plant health monitoring [21]. The novel study 

manipulated techniques of artificial intelligence algorithms 

and combined machine and deep learning to determine the 

evolution of COVID-19 keeping in view the of protective tools 

and confinement. The AI system developed showed that the 

chances of exposure to the virus could be reduced by 80% in 

the future [22]. Image processing techniques have also been 

applied in the field of Ophthalmology. A study suggested 

detecting glaucoma (a leading eye disease that results in loss 

of vision) by incorporating deep learning techniques and 

applying the Convolution Neural Network (CNN). The study 

was able to get encouraging results [23].  

It is important to note, the database needs to be extended to 

maximize accuracy. Few diseases have been discussed or are 

limited to only a special kind of plant this could be countered 

if the dataset and data points are extended. Methods developed 

and discussed are novel and interesting; however, the 

implementation falls short in accuracy for some cases; hence, 

more feature optimization is needed and training samples for 

predicting the disease and improving the accuracy rate. 

 

 

3. PROPOSED METHOD  

 
A method is presented for automatic classification and 

localization utilizing the k-means cluster and a multiclass SVM. 

In general, most classifiers such as Neural Networks tend to 

minimize reducing the empirical risk or training error. The 

SVM [24] Is built on a different technique; working on the 

principle of reducing the empirical risk, the SVM operates on 

structural risk minimization. This process is executed by 

minimizes the upper boundary on the generalized error. 

Training an SVM is considered as solving a linearly 

constrained Quadratic Program (QP).  

The proposed method is fully automatic, the accuracy is 

enhanced and time efficient. The developed method makes 

incoporates different techniques to achieve the objective of this 

research. The flow graph is shown in Figure 3. The method 

performs image acquisition, the input is then pre-processed. 

This step involves image smoothing, image enhancement, and 

contrast stretching. The result of the pre-processed image 

defines the image properly and makes it suitable for making 

clusters. The clusters would define three ROI (region of interest) 

by examining the colour and pattern of the given image. This 

would result in the grouping of three clusters. These three 

clusters would be of different colour and texture represented 

such that each cluster would have similarities with its group. 

 

 
 

Figure 3. Proposed methodology 

 

The three-cluster defined: One cluster was selected which 

was utlized for localization and determining the spread 

percentage. The classifier is developed incorporating a multi-

class support vector machine (SVM) which consist of more 

than 3500 data points for each of the image i.e. healthy leaf, 

alternate and bacterial blight, resulting a total of more than 

10,000 data points to train. The database stores new images and 

learn with every experiment that is performed. The images 

which are analyzed by the algorithm are stores in the database 

for the classier to train on new data points for better 

classification. The steps are discussed in detail to achieve the 

objective. 

The first step (as shown in Figure 3), was to acquire proper 

images for establishing the dataset. An image capturing device 

was utlized to capture the images and store it in a data storing 

device for developing a proper data set to identify plant 

diseases. The images were first taken in a controlled 

environment. This process was done to eliminate any unwanted 

signals that may disturb the process of building up an accurate 

dataset. A total of 1000 images were found sufficient to classify 

the plant diseases respectively, although increasing it would 

increase the accuracy. The dataset was thus augmented, 

enhancing the data points from 1000 to 10,000. It was designed 

for the following, sets rotation, rescales value, shear range, 

zoom range, horizontal flip measure, width shift range, and 

height shift range. The second step involves pre-processing, 

which performs contrast stretching, image smoothing, and 

enhancement techniques. The pre-processed image is arranged 

in such a manner that the image would provide more data and 

information that could be utlized to further extract information 

(features). It is to note that this step has an important role as it 

enhances the diseased region of the plant when compared to the 

original image. While performing this step, it is important to (a) 

reduce noisy background, (b) applying the best contrast 

between leaf and background and (c) variation of light intensity 
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must be kept ideal. These aspects affect the outcome of a 

vision-based system. The pre-processed image of a leaf is 

segmented employing the K-means clusters which create three 

different clusters of the input image. The clusters represent the 

images with three different clusters. The k-means clusters 

generate groups of pixels in which each pixel has some 

similarity with one another, three different clusters based on 

colour and texture. Figure 4 represents three clusters formed 

which have different segmented region but share similar texture 

or colour. 

 

 
 

Figure 4. Cluster grouping 

 

The cluster is an important aspect of the study as it evaluates 

the features, groups similar features into groups, also utilized 

for feature extraction and further processing. The clusters 

depend greatly on the quality of the image provided along with 

Hight, width, colour, texture, angle of the image capture. These 

clusters are given to the classifier for localization employing 

the k-means cluster, the image is then processed for feature 

extraction. However, the splitting effect depends on feature 

extraction. If the extracted features provide enough 

characteristics then the splitting effect would have a clear 

division. While extracting features the following are considered, 

as (i) leaf size (ii) leaf colour (iii) leaf shape, and (iv) Pattern 

recognition/Irregular surface. These four features are extracted 

from the cluster image defining ROI. These four features are 

very important for determining the state of any leaf. In this 

paper, the SVM has been employed to train and determine if 

the leaf is healthy or unhealthy. This classifier requires training 

data. The training data is provided by feature vectors and data 

output instances termed as labels, these features and labels train 

the SVM known as the prediction model. The SVM received 

the pre-processed image as input. It works to minimize the error 

function. The mathematical representation of the minimization 

of the error function is shown in Eq. (1). 

 

1

2
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ii I
w w c 

=
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Machine learning classifier has a limitation, it depends on 

other external factors. A few of these factors are dataset, feature 

extraction, feature storing, data analysis and image processing 

techniques. Due to the complexity of machine learning, there 

are many challenges when studying and working with it. the 

major problems faced are decision making interpretability, 

quality of data issue, lack of transparency, security and safety 

issue. 

 

 

4. EXPERIMENTATION  

 

The experimentation phase for detection of plant disease 

through digital imaging was performed on MATLAB R2018a 

and operated on the core i5 processor. The Camera resolution 

was set at 640x480. The input image was captured using an 

android or apple device, although for creating the dataset, a 

controlled environment was established which kept the light 

intensity and external factor under control. These captured 

images were incoporated for proving data points and dataset for 

the classifier. The develpved algorithm is a combination of 

image enhancement, clustering, and image classification 

employing a multi-class SVM. The plant disease detection after 

the selection of clusters (ROI) was at a estimate time of 0.1-0.4 

seconds.  

The condition that was implemented during the 

experimentation was as follows: The first step when starting the 

experimentation was to adjust the image according to the 

requirement of the algorithm. This means removing any 

unnecessary data of the image that would delay the operation 

and also crate delay in the computation processing time. The 

pixels were reduced or increase depending on the image 

resolution, for this the dots per inch (DPI) of the images were 

set to 240 per image, this implies that the images had a height 

of 240 pixels and weight 240 pixels respectively. This provided 

the algorithm with uniform datapoints regarding pixels, for 

performing the training. Any image lower to above 240 was set 

to 240 first and then added to the data set for performing 

training.  

The lighting condition was also set to a uniform. Three sets 

of lighting were provided, bright sunlight, torchlight, and room 

light. These lightings were to be set so that they may not create 

any shadows on the leaf. This was very important as these 

shadows results in error in detection. We have to provide the 

algorithm with ideal samples to train on. While working with 

the torch and flashlight, an important parameter of angle is also 

involved. These angles had two axes termed as pan and tilt. 

Although, for each image, the pan and tilt angles were found to 

be different, however, ideally the pan and tilt angles should be 

180o for pan and tilt should be 90o.  

 

 
 

Figure 5. (a) Tomato Leaves, (b) Guava Leaves, 

 (c) Coffee Leaves 

 

There were two stages of experiments, portioned into two 

subsections: the first subsection was in a laboratory experiment 

and the second subsection on the ground experiment. The 

laboratory experiment was executed in a controlled 

environment. This provided an ideal situation for the image 

processing techniques to perform adequately. The major 

parameter to consider is for the illumination to be kept properly. 

The in-laboratory experiment was performed for six months on 

different plant leaves. The algorithm exhibited imitation which 

was improved employing advanced image processing 
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techniques. These experiments were performed on different 

leaves. Due to the controlled environment, there was no 

distortion in the image which needed to be eliminated and thus 

did not provide means for false detection. However, during the 

second subsection, the experiment was performed on the 

ground, in the field. These experiments did not have a 

controlled experiment and were performed under different light 

and weather conditions. The on-ground experiments were 

performed for six months and were tested on different plants 

and different fields. The name of the plant on which these 

experiments were conducted is displayed in Figure 5.   

During experiments, one of the challenges was 

environmental conditions and removal of distortion. During 

very low illumination, the leaf could not be detected by the 

algorithm; thus, a flashlight was installed for capturing images. 

This provided clear and accurate images for the algorithm. The 

experimentation had an accuracy ratio of 96.03%, this was 

envaulted by the formula in Eq. (2). 

 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑃+𝑁
    (2) 

 

The experimentation was conducted over one year. These 

experiments were divided into two subsections in-laboratory 

and on ground experimentation. During the two subsections of 

the experimentation, it was found that the classifier depends 

greatly on the input images and dataset. Henceforth, to improve 

the classifier results, the input images and results were stored, 

this improved the result of the classifier with every experiment 

performed due to data being updated with every experiment. 

The images given to the algorithm are stored in the dataset, the 

farmer/operator provides algorithm with raw data, images, and 

sample points which are classified by the algorithm. 

It is to be noted that the SVM requires lesser samples for 

training and evaluation and due to it working on structural risk, 

the algorithm has been more time effect and required less 

computational processing delay time. 

 

 

5. RESULTS AND ANALYSIS  
 

The proposed method has been developed and experimented 

on a different plant leaf (three class). The experiments were 

repeated with a different condition and repeated over a time 

interval of one year on different plants. The database had data 

points exceeding ten thousand results are shown in Table 2 for 

presentation. 

Furthermore, a second accuracy test was also applied to the 

classifier, precision, and recall. The precision, and recall 

method is employed for testing the accuracy in pattern 

recognition and machine learning classifier. The values which 

are positive predicted values, terms as precision, is a fraction 

between relevant instances and retrieve instances and the 

sensitivity of this is called recalled, is the fraction of the amount 

of total of relevant instances that were retrieved. Thus, they are 

based on the measure of relevance. The formula of precision 

and recall are as followings: 

 

Precision = 
{𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡}∩{𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒}

{𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒}
   (3) 

 

Recall = 
{𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡}∩{𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒}

{𝑅𝑒𝑙𝑒𝑣𝑒𝑛𝑡}
   (4) 

  

The precision and recall recorded are 94.957% and 94.843%. 

F1 is Here F1 represents the overall performance which is 

94.9%. In summary, it is the harmonic mean of the P and R. 

The execution time of the algorithm was within four seconds. 

An image has been taken and provided to the algorithm to apply 

image pre-processing techniques and image enhancement to 

upgrade the image representation. After the pre-processing and 

image enhancement were conducted the image was then 

segmented into three clusters. The operator must select the 

cluster of the pattern that is required to be evaluated. After the 

selection, the segmented region is passed to SVM to classify 

the condition of the leaf. The cluster for the figures shown in 

Figure 6 for healthy leaf, Alternaria Alternate Alternaria and 

Bacterial Blight respectably. While these results were 

encouraging enough, the accuracy rate of the classifier needed 

to be established, thus; a confusion matrix was employed to 

determine the accuracy rate of the classifier. 

 

Table 2. Results of experimentation 

 
S. 

No 

Image  

Acquired 

Pre-Processed 

Image 
Result 

1 

  

Healthy 

2 

  

Alternaria 

alternate 

3 

  

Bacterial 

blight 

 

 
(a)                          (b)                         (c)                 

 

Figure 6. (a) Healthy leaf, (b) Alternaria Alternate,  

(c) Bacterial Blight 

 

These confusion matrices are typically utlized to check the 

accuracy of the performance of any classifier. The confusion 

matrix has only two possible cases for prediction, ‘1’ and ‘0’, 

where ‘1’ indicates as the disease exists and ‘0’ indicates the 

opposite, disease does not exist. The classifier was employed 

to determine the state of plant leaves. Each class having at least 

2500 approximate samples for testing and evaluating. 

According to the results generated by the confusion matrix, an 

accuracy rate of 95%. A better understanding of the confusion 

matrix is explained in Table 3. 
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Table 3. Confusion matrix 

 

Predicted 

Positive 

True Positive True Negative 
5,003 

4,789 214 

Predicted 

Negative 

211 4,786 4,997 

5,000 5,000 10,000 

    

Table 4. Affected area in % age 

 
S No. Name Spread (in %age) 

1 Alternaria Alternate 15.0113% 

2 Bacterial Blight 15.0077% 

 

The detection of the disease is an important aspect of this 

study; however, localization was also required for 

understanding the state of the plant; thus, a procedure was 

performed to analyses the surface of the leaf that has been 

affected by the disease. For this, it is important to examine the 

segmented region. The k-means segmentation provides three 

segments, the segmented region having the ROI minus the 

remaining region could be utlized to evaluate the diseased 

spread percentage. The results generated by the utlization of 

these techniques for disease spread are represented in a tabular 

form as shown in Table 4.  

The table represents experiments performed on two plant 

leaves. The leaf could be classified by the algorithm as 

Alternaria alternate and bacterial blight. The algorithm was 

then employed to evaluate the percentage spread. The results 

were shown as 15. 0113% for Alternaria alternate and 

15.0077% for bacterial blight. 

 

 

6. A COMPARISION FOR EVALUATION 

 

The method discussed by Reza et al. [25] and Narmadha and 

Arulvadivu [26] are limited to stem or paddy plants while the 

developed method (DM) is could oversee type on the plant as 

it analyses the texture of the disease. The established method 

was compared to some of the developed methods for better 

understanding as shown in Table 5. 

 

Table 5. A comparison for evaluation 

 
S. No Method Compatible Techniques Accuracy 

1 [25] 
Bacterial and Fungal 

disease (for stem only) 

Colour Co-occurrence Method and 

multi-class SVM 
86% 

2 [26] Bacterial disease only Fuzzy classification, SVM 94.70% 

3 
Developed 

Method 

Bacterial and Fungal 

Disease (entire plant) 

K-means segmentation, Multi-class 

SVM 
95% 

The method employs eight different plants and has produced 

encouraging results. The method discussed by Reza et al. [25] 

employed the SVM classifier and utlized of the colour co-

occurrence. The classifier employed was a support vector 

machine which gave an accuracy of 86%. Similarly, Narmadha 

and Arulvadivu [26] made utilization of fuzzy classification 

and SVM for detecting paddy plant-oriented diseases, the 

method did generate high accuracy up to 94.70% working only 

on paddy plant. The developed method worked on bacterial and 

fungal oriented diseases utilizing k-means segmentation for 

segmenting similarities into one cluster and SVM for 

classifying the data accordingly. The accuracy for DM is 95%, 

a graphical representation is shown in the Figure 7. 

 

 
 

Figure 7. Accuracy comparison 

 

Machine vision-based technologies and detection has proven 

to be faster, accurate, and cheap rather than manual detection. 

It is, therefore, the reason this approach was employed to 

distinguish between healthy and diseased plants. The system 

could be utlized in real-time to help assist the farmers. The DM 

has a potential of image classification into three classes, (i) 

healthy (ii) Alternaria alternate, and (iii) bacterial blight. This 

research has made possible utilizing a dataset consisting of data 

points and images that were more than 10,000 along with other 

advanced image processing techniques. This approach would 

help and assist the existing methods for yield loss prevention 

and plant health monitoring. With the advancement in 

computational power and technologies, plant pathology would 

be approached by employing computer-aided diagnoses in the 

future.  

 

 

7. CONCLUSION AND FUTURE WORK  

 

In this study, experiments were performed over 10,000 

images, varying with light intensity and location. This approach 

was successful in determining three classes, i.e. healthy leaf, 

Alternaria Alternate, and Bacterial Blight. The developed 

algorithm is a combination of image enhancement, clustering, 

and image classification employing a multi-class SVM. The 

method was compared with already established work and an 

accuracy rate of 95% was recorded. The developed method has 

the capability in the identification of three types of disease in a 

plant.  

It would be interesting to incorporate another open-source 

software tool such as Python, for a comparison between 

multiple software for efficient computation. 
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NOMENCLATURE 

 

c Capacity constant 

w T Vector of coefficients 

δ Parameters to manage non-separable data (inputs) 

i Index 

N Test images 

C Factor which penalize the error 
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