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A machine learning model is introduced to recognize the severity level of the Diabetic 

Retinopathy (DR), a disease observed in the people suffering from diabetes for a long time 

and is one of the causes of vision loss and blindness. Major objective of this approach is to 

generate an effective feature representation of the fundus images so that the level of severity 

can be identified with less effort and using limited number of samples for training. Color 

fundus images of the retina are collected, preprocessed and deep features are extracted by 

feeding them to a deep Convolutional Network, Neural Architecture Search Network 

(NASNet) which searches for the best convolutional layer (or “cell”) in NASNet search 

space. The representations of retinal images in deep space are given as input to the 

classification model to get the severity level of the disease. The proposed model is applied 

on the benchmark APTOS 2019 retinal fundus image dataset to evaluate the performance 

of the proposed model. Our experimental studies indicate that ⱱ-Support Vector Machine 

(ⱱ-SVM) when trained using the projected deep features leads to an improvement in 

accuracy compared to other machine learning models for fundus image classification. In 

addition, from the experimental studies we understand that deep features from NASNet 

give better representation compared to the handcrafted features and features obtained using 

other projections. We observe that deep features transformed using t-distributed stochastic 

neighbor embedding (t-SNE) gives more discriminative representations of retinal images 

and help to achieve an accuracy of 77.90%. 
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1. INTRODUCTION

Diabetic Retinopathy (DR) is one of the prevalent diseases 

found in Asian countries in humans who maintain high blood 

glucose levels for more than 10 years. Diabetic Mellitus (DM) 

is a group of metabolic disorders mostly seen in the people 

who suffer from high blood sugar levels for a long time [1]. 

As per the statistics [2], DR is the leading cause of global 

blindness in the recent past. According to a published by WHO 

in 2013, around 382 million people are suffering from DR and 

by 2015 this number will increase to 592 million. So, it should 

be detected in the early stages to prevent blindness. Small 

lesions are observed in the eyes of affected people which leads 

to irreversible blindness. Depending on the type of lesion, the 

severity of the disease varies, including irregular retinal blood 

vessels, MicroAneurysms (MAs), cotton wool spots, Hard 

Exudates (HE), and haemorrhages. Figure 1 indicates the types 

of lesions that could be developed in the eyes of people 

affected by DR.  

DR is not found in all the people with diabetes and is 

commonly observed in those who suffer from diabetes for 

more than ten years [3]. Depending on the extent of the disease, 

DR can be classified into one of the four types: mild (R1), 

moderate (R1), moderately severe (R2), severe (R2), and 

proliferative (R3). Micro aneurysms can be observed in the 

eyes during the early stages of DR. This early stage is known 

to be mild DR. As the disease progresses to a moderate level, 

it is possible to experience swelling in the blood vessels that 

causes blurred vision. Again, extreme stages are graded into 

Non-Proliferative (NPDR) and Proliferative (PDR). Abnormal 

growth of blood vessels may be observed during the NPDR 

stage. This stage is serious due to the severe blockage of blood 

vessels. In addition to the wide retinal rupture leading to 

complete vision loss, PDR is the advanced stage of DR retinal 

detachment that can be observed [4]. Figure 1 shows the retinal 

samples with different severity levels of DR. 

Before the implementation of automation in DR diagnosis 

tools, the patient’s retinal scan is taken during the treatment of 

the disease and is manually examined by experts to ascertain 

if the person is affected by DR. If the patient is affected by DR, 

further tests must be carried out to determine the extent of the 

disease. Before the advent of AI and ML algorithms, all this 

process used to be done manually and it is very helpful to 

ophthalmologists if the process is automated. 

In recent years, several tools have been developed to 

automate DR detection based on algorithms for machine 

learning. The first level of DR detection automation focuses 

on detecting the hard exudates (HE) provided with retinal scan 

images of diabetic patients. Long [5] has developed a method 

for automating the HE spots by using SVM and dynamic 

thresholding methods. An approach that uses a combination of 

fuzzy C-means and SVM is used to detect HE from the given 

retinal photographs in question. In addition to detecting HE 

from the retinal image, the severity level of the disease is also 

incorporated to make the system more sophisticated [6], SVM 

based classifiers are adapted to find cotton wool spots on the 

retinal image. 
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Figure 1. Sample retinal images effected by diabetic 

retinopathy representing different types of lesions 

 

Another class of methods focuses on the identification of 

microaneurysms (MAs) in the retinal images. The presence of 

MA indicates the severity of the DR disease, a lot of work has 

been done to identify MA from the given retinal images. 

Eftekheri [7] has implemented a deep learning-based approach 

to spot MA in the retinal scan images of diabetic patients.  

Van Grinsven et al. [8] suggest another deep learning 

approach to hemorrhage detection. In their work, they have 

introduced a sampling method to speed up training of 

Convolution neural network (CNN) as an application with the 

aid of DR. Srivastava et al. [9] introduced a bounding box 

method to identify the region of interest in the retinal image. 

A deep neural-based method for finding MA is introduced in 

[10], a max-out activation method is introduced that enhances 

the efficiency of the model. According to the study [11], 

among the deep architectures, Neural Architecture Search 

network (NASNet) outperforms other deep convolution 

networks. 

All current methods for DR use hand-crafted features that 

are domain dependent. The efficiency of these models depends 

largely on the knowledge of the domain. We establish a 

machine learning based approach to identify severity level of 

DR in diabetic patients by leveraging transfer learning 

approaches for feature extraction and existing machine 

learning algorithms for severity level identification. Prominent 

features of retinal images are obtained in the proposed 

approach by sending the fundus images via a deep CNN model. 

Then, to obtain a compact representation of the retinal images, 

these deep representations are transformed into a different 

dimensional space. The final representations are transferred to 

the classification algorithms to obtain the severity levels of DR. 

NASNet, a pre-trained CNN is used to extract features in the 

deep space and the directions of projection are obtained using 

t-SNE. We obtain the most discriminatory features as t-SNE 

projects the deep features in the most discriminatory directions. 

As t-SNE projects the deep features in the most discriminatory 

directions, the proposed produces the most discriminatory 

features. A machine learning model is trained on these 

projected features to get the severity level of DR. Our 

experimental studies on Asia Pacific Tele-Ophthalmology 

Society (APTOS) 2019 dataset shows that ⱱ-SVM trained 

using the t-SNE features leads to an improved accuracy of 

77.90%.  

Our model is different from the existing in the way how the 

features are provided. As we know, none of the existing 

models explore the projection of deep features in a lower-

dimensional space using t-SNE to get an improved 

representation of the fundus images. The proposed model 

produces non-linear features suitable for DR classification. 

The principal contributions of the work proposed are as 

follows: 

• Established a robust model for fundus image 

classification 

• Use of deep features to obtain essential image 

properties  

• Use t-SNE to transform the deep features in the 

reduced dimensions to obtain features in the reduced 

dimension without any loss of discriminatory 

information 

 

This paper is organized as follows: Section 2 gives a brief 

review of various methods used for diabetic retinopathy with 

special focus on the models that use feature projection 

techniques; The proposed model is described in Section 3; The 

dataset used to evaluate the performance of the model along 

with the discussion on Experimental results is provided in 

Section4; We give a conclusion with few insights on the future 

directions at the end of this article. 

 

 

2. RELATED WORK 

 

This section reviews the traditional models for the task of 

DR severity identification. An easy to remember the scientific 

approach for DR severity identification has been implemented 

[12]. Akram et al. [13] introduced a hybrid classifier by using 

both GMM and SVM as an ensemble model to boost the 

accuracy of the model. The same approach has been modified 

by augmenting the feature set with shape, intensity, and 

statistics of the affected region [14]. A random forest-based 

solution is proposed in the studies [15, 16]. Segmentation 

based approaches were proposed by Welikala [17]. A genetic 

algorithm-based feature extraction method is introduced by 

Roychowdhury et al. [18]. Numerous shallow Classifiers, such 

as the Gaussian Mixture Models (GMM), K-Nearest 

Neighborhood (KNN), Support Vector Machine (SVM), and 

AdaBoost are analyzed [19] to differentiate lesions from non-

lesions. A hybrid feature extraction-based approach has been 

proposed in the study [20]. 

Recently the research focus has shifted to deep learning 

models for the identification of DR severity tasks. A large 

dataset consisting of 1,28,175 retinal images is used and 

trained using deep CNN [21]. The data augmentation approach 

is used to generate data on CNN architecture [22]. Fuzzy 

models are used as part of their framework [23], a hybrid 

model based on fuzzy logic, Hough transform, and other 

techniques for dimension reduction. A mixture of fuzzy C-

means and deep CNN architectures are used in the study [24]. 

Feature reduction plays a significant role in reducing the 

feature dimensions of the input data while preserving details 

on discrimination [25]. Principal Component Analysis (PCA) 

is an unsupervised dimensional reduction technique, in which 

features are projected in high variance directions. There is a 

risk of losing class discrimination knowledge when we project 

the data onto these high variance directions [26]. Linear 

Discriminant Analysis (LDA) is a supervised dimensional 

reduction technique that requires class information of the 

samples and the data can be projected to a maximum of n-1 

directions where n is the number of classes. In the case of LDA, 

the number of directions for projection may not be sufficient, 

especially when the number of classes is small, and the 

original feature size is large [27]. Visualization is helpful to 

understand the nature of data, but it is not possible to visualize 

data of higher dimensions especially it is not possible to 

visualize data with more than 3 dimensions.  
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Figure 2. Architectural details of the proposed system, representing different stages of the proposed method 

 

In the recent past, a non-linear dimension reduction called 

t-SNE has been widely used to visualize high-dimensional 

data [28]. It is extensively used in various applications such as 

facial expression recognition, text classification and tumor 

identification in Magnetic Resonance (MR) images. In the 

proposed model we use t-SNE based transformations for 

reduction of deep features that are huge without loss of class 

discrimination information. Different from existing methods 

deep features from retinal images are extracted and then ⱱ-

SVM is used for classification. Deep features are projected 

using t-SNE transformations to enhance the discrimination in 

the features. 

 

 

3. PROPOSED FUNDUS IMAGE CLASSIFICATION  

 

Main objective of this work is to establish a robust model to 

find the severity of retinopathy given the retinal fundus images 

as input. As the pre-processing of the images increases the 

time to generate the result during testing, we avoid too much 

pre-processing of the retinal images. Rather than applying 

complex pre-processing steps, we focus on extracting the 

features that are most appropriate for classification. Figure 2 

shows the detailed architecture of the proposed model. 

Pre-processing fundus images: All the fundus images 

collected may not have the same shape but during the next 

stage, feature extraction module expects all the images in a 

fixed size. To satisfy this requirement all the fundus images 

are reshaped so that all the images are of the same size. 

Deep Feature extraction: After pre-processing of the 

images, they are ready to extract features. NASNet, one of the 

deep convolution architectures, is used to extract deep features 

of size 4032. Since the number of features in the deep feature 

space is vast, there is a possibility that the machine learning 

models will over-fit when we train the models using deep 

features. t-SNE is used to transform deep features to reduce 

dimensional space to avoid overfitting of the models.  

t-SNE converts the Euclidean distance between the data 

points in higher dimensional space to conditional probabilities 

in the lower dimensional space. By doing this t-SNE can retain 

both local and global structure of the data in the lower 

dimensional representation. 

The conditional probability, P(xj|xi), represents the 

similarity between the two samples xi and xj in the high 

dimensional space and is computed as follows: 

 

P(x𝑖|x𝑗) =
exp⁡(−

−|𝑥𝑖 − 𝑥𝑗|
2

2𝛔𝟐
)⁡

∑ exp⁡(−
−|𝑥𝑘 − 𝑥𝑙|

2

2𝛔𝟐
)⁡𝑘≠𝑙

 (1) 

 

Let the yi and yj be the samples in the lower dimensional 

space that are corresponding to data points xi and xj in the 

higher dimensional space and Q(yj|yi), is then computed as 

follows: 

 

Q(y𝑗|𝑦𝑖) =
(1 +⁡|𝑦𝑖 − 𝑦𝑗|

−1)⁡

∑ (⁡1⁡ +⁡ |𝑦𝑘 − 𝑦𝑙|
−1)⁡𝑘≠𝑙

 (2) 

 

In Eq. (2), Q(yj|yi) represents Student t-distribution with 1-

degree of freedom. 

The measure of similarity between the joint probability 

distributions P and Q indicates how well the data points yi and 

yj model the similarity between the high-dimensional data 

points xi and xj in lower dimension space and is referred to as 

symmetric neighborhood embedding. Kullback-Leibler (KL) 

divergence is a good measure to indicate similarity between 

the distributions P and Q and the cost function of t-SNE can 

be formulated as: 

 

𝐶 = ⁡𝐾𝐿(𝑃||Q) = ⁡∑∑𝑃𝑗𝑖
𝑗𝑖

log
𝑃𝑗𝑖

𝑞𝑗𝑖
⁡⁡⁡ (3) 

 

This transformation produces mappings that are invariant to 

changes in the scale in the lower dimensions. Deep features of 

4032 dimensions are projected to three dimensions using t-

SNE transformation. 

Model training and evaluation module: The features in the 

reduced space are fed to the classification models for the 

identification of severity levels in DR. Figure 3 shows the 

details of the feature extraction module and Figure 4 shows the 

details of the classification module. 

The proposed model uses ⱱ-SVM to classify the retinal 

images. The advantage of using ⱱ-SVM over the C-SVM for 

classification is that finalizing the parameters in the case of the 

ⱱ-SVM is much simpler [29]. In the case of C-SVM, the value 

of C can take any value from 0 to infinity and can be a bit hard 

to estimate and use [30]. A modification to the C-SVM 

objective and the addition of the ⱱ parameter in the objective 

makes the parameter tuning simple [31]. The value of C can 

take the values within 0-1 as the search space is much smaller 

309



 

compared to the value of 0 to infinity in the case of C-SVM. 

The value of ⱱ indicates the lower and upper bounds on the 

number of data points that lie on the wrong side of the 

hyperplane. 

 

 
 

Figure 3. Stages of non-linear feature projection module 

 

 
 

Figure 4. Model training and performance evaluation module 

 

 

4. EXPERIMENTAL RESULTS 

 

In this section, we address the effectiveness of the proposed 

model with the supporting experimental results. 

Summary of the dataset: For experimental studies, we use 

APTOS 2019 blindness detection dataset available on the 

Kaggle website [32] to demonstrate the performance of the 

proposed model. The dataset is a large array of retinal fundus 

images under various imaging conditions. The images are 

manually graded into one of the severity levels. The images 

were collected over an extended period from several clinics 

using a range of cameras to add further variations. 

The dataset comprises of a total of 3662 retinal images 

belonging to the affected and unaffected images. Out of the 

total images 1805 are not affected, there are 370, 999, 193, 295 

images are available in mild, moderate, severe and proliferate 

severity levels among the affected images in each severity 

level. From each class 80% of the fundus images are used for 

training and the remaining 20% are used for testing. Table 1 

summarizes the dataset used for the model evaluation. 

Our initial experiments are carried out to check the effect of 

hand-crafted features such as Histogram Of oriented Gradients 

(HoG), Linear Binary Patterns (LBP), and Gist on the 

classification of DR severity. We use conventional machine 

learning models such as logistic regression, KNN, Naïve 

Bayes, C-SVM, and ⱱ-SVM to model the hand-crafted 

features extracted from retinal images. Different evaluation 

metrics such as accuracy, precision, recall, and F-scores of the 

models are reported to assess the performance of the models. 

Table 2 shows the performance of various machine learning 

models trained using hand-crafted features. Table 2 shows that 

HoG features give a worse performance, while LBP and Gist 

models are comparable. Gist representations are better with an 

accuracy of 74.49%, and an F1 score of 70. As a result, we 

understand that handcrafted features require domain 

knowledge, and lack of such knowledge results in poor 

performance. SVM outperforms other models, regardless of 

the type of features used. 

 

Table 1. Summary of the dataset 

 
Dataset Summary 

Unaffected (No DR) 1805 

 

Affected (DR) 

Mild DR 370 

Moderate DR 999 

Severe DR 193 

Proliferative DR 295 

Total 3662 

 

Table 2. Performance of various machine learning models trained using handcrafted features 

 
Feature type Model Accuracy Precision Recall F1 Score 

HoG 

Logistic Regression 68.21 64 68 66 

K-NN 68.08 62 68 62 

Naive Bayes 50.89 59 51 47 

Decision Tree 59.75 60 60 60 

C-SVM 69.58 66 70 67 

ⱱ-SVM 69.58 66 70 67 

LBP 

Logistic Regression 49.52 36 50 38 

K-NN 71.9 66 72 67 

Naive Bayes 35.06 43 35 35 

Decision Tree 67.8 68 68 68 

C-SVM 70.4 66 70 66 

ⱱ-SVM 73.94 74 75 73 

Gist 

Logistic Regression 60.3 57 69 62 

K-NN 73.81 70 74 70 

Naive Bayes 49.39 65 49 49 

Decision Tree 64.67 65 65 65 

C-SVM 71.9 66 72 67 

ⱱ-SVM 74.49 73 74 70 
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Table 3. Performance of various machine learning models 

trained using deep features 

 
Model Accuracy Precision Recall F1 Score 

Logistic Regression 77.22 76 77 76 
K-NN 70.12 69 70 66 

Naive Bayes 59.21 66 59 60 
Decision Tree 65.08 65 65 65 

C-SVM 76.94 76 77 76 

ⱱ-SVM 75.17 74 75 74 

 

Table 4. Performance of SVM model trained using 

features projected on to different spaces 

 
Feature space Accuracy Precision Recall F1 Score 

Deep space 75.17 74 75 74 
LDA space 75.17 74 75 74 
PCA space 77.22 76 77 76 

t-SNE space 77.90 76 77 75 

 

In the next experiment, we compare the performance of 

deep feature representations extracted using transfer learning. 

NASNet is used as a pre-trained model to extract the deep 

features of every retinal image. For each image, we have 4032 

features, which are fed to the classification models to get the 

level of severity. The logistic regularization with C value is set 

to 4 and L2 regularization is used. In KNN the value of K is 

set to 10. The decision criteria used in decision tree models is 

the Gini index. C-SVM is used, with C value as 50, and gamma 

value is set to 0.001 while in ⱱ-SVM, the value of ⱱ is set to 

0.15. 

From Table 3, we can see that logistic regression 

outperforms the rest of the models. The performance of SVM 

is comparable to logistic regression. Using deep features, the 

accuracy is increased from 74.49% to 77.22% which is 

significantly better. 

In the next experiment, we will check the performance of 

deep features projected onto different spaces. For feature 

projections, we use PCA, LDA, and t-SNE. In all the cases, ⱱ-

SVM with RBF kernel is used as a classification model and ⱱ-

value is set to 0.15.  

From Table 4, we can observe that deep features when 

projected onto other dimensional spaces can improve the 

performance of the models. After projection, the performance 

of the model either improved or did not change without 

deterioration in accuracy. Projections using t-SNE are superior 

representations for retinal images. 

Figure 5 shows the performance of the DR identification 

model when the NASNet features are projected onto different 

feature spaces like LDA, PCA and t-SNE. From the 

experiments we carried out in this section we understand that 

the deep features extracted from NASNet offer discriminatory 

features compared to hand-crafted features. Such features 

become more discriminatory when the transformation of t-

SNE is used to project them.  

In support of our arguments, we present the visualizations 

of features in various projection spaces, such as PCA, LDA, 

and t-SNE.  

Figure 6 shows that, in 2-D space, the features are 

discriminatory, especially the DR affected images are well 

separable from those that are not affected. These features are 

obtained by setting the number of components as 2, perplexity 

as 30.0, and using Euclidean as a distance metric.  

 
 

Figure 5. Accuracy of the DR recognition model after 

projection onto different spaces 

 

 
 

Figure 6. Deep features transformed to two-dimensional 

space using t-SNE 

 

 

5. CONCLUSION AND FUTURE DIRECTIONS 

 

Major objective of this work is to establish an automated 

DR severity level prediction model based on the retinal images 

of diabetic patients. We focus on extracting appropriate 

features from the retinal images as the feature representations 

impact the performance of the machine learning models to a 

greater extent. In this work the deep features extracted from 

the NASNet are projected onto the t-SNE space to obtain 

lower dimensional representations. As these features 

undergone several non-linear operations, they can better learn 

the lesions present in the retinal images and hence helps to 

improve the performance of the models. Our experimental 

studies on the APTOS benchmark dataset show that the 

proposed features result in better accuracy, precision recall and 

F1-scores compared to the representations in the PCA and 

LDA space. The power of deep learning and compact 

representation together with the robustness of the SVM 

models, make the proposed approach more powerful with 

reduced misclassifications. 

In future we would like to test the representation power of 

various deep CNN architectures like GoogLeNet, ResNet and 

VGG. In addition, we also have plans to test the model 

performance on large scale datasets. 
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