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This paper attempts to improve the real-timeliness and value of financial services, and 

realize scientific decision-making in financial processes. For these purposes, the application 

mechanism of big data technology in the financial field was discussed in details, and the 

procedure of financial data preprocessing was explained. Based on user portrait of financial 

behaviors and machine learning (ML), the authors established a financial big data analysis 

(BDA) model, in which weight coefficients are assigned reasonably to three networks, 

namely, Bayesian network (BN), backpropagation neural network (BPNN), and 

autoregressive integrated moving average (ARIMA) network. In this way, the proposed 

model combines the merits of all three networks. Experimental results show that the 

proposed user portrait greatly facilitates the construction of causality in a large sample set, 

and the prediction curve of the proposed combinatory prediction model achieves the 

smallest prediction error. 
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1. INTRODUCTION

With the rapid development of Internet technology, recent 

years has seen the proliferation of big data analysis (BDA) in 

various industries [1-7]. For example, Google monitors 

influenza epidemics based on user search records. Taobao 

assigns credit values to its users by analyzing their data on 

browsing and purchases.  

In the financial field, the application of BDA greatly 

promotes the update of financial marketing models, bringing 

shocks as well as immeasurable profits and values to the 

financial market [8-11]. The accumulation of massive 

financial data, coupled with the development of BDA 

technology, has made it possible to perform precision 

marketing through feature analysis of financial behaviors [12-

16]. 

The financial data are extremely massive and complex, 

highlighting the importance of BDA models. To speed up 

computation and shorten computing cycle, many effective 

computing methods and analysis strategies have been 

developed by experts at home and abroad. For example, 

Cummins et al. [17] combined big data with cloud computing, 

puts forward the concept of financial big data processing based 

on cloud platform, and emphasizes that the BDA of financial 

services should solve the problem of poor timeliness. French 

and Kelly [18] designed the topology of a BDA system for 

financial services: the data resource to be processed are pre-

processed in parallel, optimized through clustering, and 

reasonably allocated to computing nodes; then, the sequence 

of node calculation is optimized to ensure the real-timeliness 

and efficiency of data processing. Based on distributed 

machine learning (ML), Kuzilek et al. [19] developed a 

heuristic BDA tool for massive big data streams, and proved 

that the tool has a good ability to process and analyze big data. 

Robinson et al. [20] explained application mechanism of BDA 

in Internet financial marketing, and compared semantic-based 

processing of financial big data with multiple time series 

analysis on financial data. 

In the financial industry, the BDA mainly aims to ensure the 

timeliness and value of financial services. This calls for more 

in-depth research into data analysis models and relevant 

algorithms [21-25]. This paper discusses the application 

mechanism of big data technology in the financial field, gives 

methods and strategies for preprocessing financial data, builds 

user portraits based on financial big data, and proposes an ML-

based financial BDA model. In the proposed model, weight 

coefficients are assigned appropriately to Bayesian network 

(BN), backpropagation neural network (BPNN), and 

autoregressive integrated moving average (ARIMA) network. 

2. APPLICATION MECHANISM OF BIG DATA

TECHNOLOGY IN THE FINANCIAL FIELD

Suitable storage and processing of big data are the 

prerequisites for reasonable analysis and application of 

massive data in the financial field. That is, the massive, 

disorderly and messy raw financial data should be transformed 

into modular, orderly and concise data, and the connections 

between data must be clarified. 

Being the earliest architecture of distributed system, the 

Hadoop Distributed File System (HDFS) enables ordinary 

computers to store massive data. In the Hadoop cluster, 

MapReduce is the processing framework for distributed 

processing of vast data. Based on mapping and protocol, 

MapReduce converts and aggregates the stored data multiple 

times, such that programmers, incapable of distributed parallel 

programming, could run their programs on distributed systems. 
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However, the shuffle mechanism may cause the lost of many 

input and output ports, resulting in low efficiency. 

The Spark framework offers a computationally efficient 

alternative to scenarios that require iterations (e.g. data mining 

and the ML). Based on memory computing, the Spark 

framework can save the intermediate output results of the job 

in the memory, eliminating the need to read and write HDFS. 

The application of the above big data techniques has 

promoted the innovation of informatized financial marketing 

models. To realize precision marketing, it is necessary to 

analyze and mine user behavior data (e.g. financial platform 

transaction information, e-commerce shopping information, 

life service payment information, social platform information, 

bank card and credit card information, and third-party payment 

information), and build a user portrait system with precise 

orientation, target and positioning on personalized 

communication service system. The application process of big 

data technology in financial marketing is illustrated in Figure 

1. 

 

 
 

Figure 1. The application process of big data technology in financial marketing 

 

 

3. PREPROCESSING OF FINANCIAL DATA 

 

The user portrait can be depicted clearly through cluster 

analysis and model training of the basic user information and 

financial-related behavior information in the operator data. To 

screen the information of users frequently engaged in financial 

activities, this paper focuses on the most popular apps on 

financial and wealth management, especially stocks and 

insurance. Through simulated logins, the request-behavior 

mapping of the relevant financial behavior rules was captured 

from the apps, and used to create a financial behavior rule 

database. 

In addition, the distributed crawler technology was adopted 

to capture the code of financial products, facilitating the 

analysis on the relationship between user attention of financial 

products and user financial behaviors and that on the 

correlation between user attributes and different dimensions of 

their behaviors. 

To ensure the accurate association of training set features, 

the Internet information and rule configuration table were 

prescreened from the operator dataset based on the main 

domain name in the Hive Cli mode, and the valid time range 

of analysis was determined, before the association of valuable 

financial data. Figure 2 describes the workflow of financial 

data preprocessing. 

The preprocessing of financial data integrates the basic 

information, income, financial behaviors, interested financial 

products and other features of each user. Table 1 details the 

preprocessed data of a user in the training set. 

 
 

Figure 2. The workflow of financial data preprocessing 

 

 

Table 1. The preprocessed data of a user in the training set 

 
Item Phone number Age Gender Province City 

Content 1519034**** 33 Male Jiangsu Xuzhou 

Item Type of city Phone brand Phone model Phone price Lending platform 

Content Prefectural city Huawei P30 4,000 Renrendai 

Item Loan product Loan amount Bank Card type Card 

Content Xinjihua RMB 50,000 yuan Bank of China Wenhuitong Co-branded credit card 
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4. USER PORTRAIT AND FINANCIAL BDA 

ALGORITHM 

 

In the advertising industry, precision marketing is an 

effective method to attract consumers. To realize precision 

marketing, it is necessary to perform financial BDA on the 

consumption behaviors of users, and generate the feature tags 

for each user; then, the user portrait could be drawn based on 

these tags, laying the basis for targeted marketing. The 

information of feature tags mainly belongs to five dimensions: 

name, problem domain, time, behavior triggering object, and 

location. Since the appearance of feature labels is random, this 

paper proposes a financial BDA model based on probabilistic 

user portrait and the ML. In the model, weight coefficients are 

assigned appropriately to BN, BPNN and ARIMA network. 

 

4.1 ML-based financial BDA model 

 

To accurately detail the features of financial behaviors, it is 

assumed that a user portrait is UP=<L, O, c>, where L=<Li, 

ci>|i=1, 2, ...n (ci is the probability for the i-th tag to appear; n 

is the total number of tags), and O＝{<Oj, cj>|j=1, 2, ...m, cj (cj 

is the probability for the j-th operator to appear; n is the total 

number of operators). Then, the user portrait can be modelled 

as: 
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where, l(Li) and O(Li) are the set of left operands and the set of 

left operators of feature tag Li, respectively. Let P (A|B) be the 

probability of event A occurring based on event B. Then, the 

probability of event B can be expressed as: 
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where, ai and bi are the divisions of events A and B, 

respectively. Any of a1, a2.., an could cause the occurrence of 

B. The probabilities of small events b1, b2..., bm add up to the 

probability of event B. Then, the BN was improved through 

the steps in Figure 3, based on the model of a known user 

portrait UP. 

 

 
 

Figure 3. The workflow of improving the BN 

The original BPNN contains n input layer nodes, t hidden 

layer nodes, and m output layer nodes. The inputs, actual 

outputs, and desired outputs of the BPNN are a1, a2…, an, b1, 

b2..., bm, and c1, c2…, cm, respectively. Let p be the connection 

weight between nodes. Then, the connection weight between 

input and hidden layers, and that between hidden and output 

layers can be respectively denoted as pih and pho. The initial 

weights of the BPNN are random. Here, the original BPNN is 

updated by: 
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where, ACTi is the value of the i-th activation node; di is the 

output of the hidden layer; fsig is the activation function 

(Sigmoid); fline is the linear function. 

Considering the multi-source of financial data, this paper 

expands the fuzzy rules in the original hidden layer, making 

the model more adaptable to the nonlinear mapping between 

financial data. Let Xi and Yi be fuzzy sets, and DXi and DYi be 

membership functions. Then, the membership function of the 

input layer can be established as: 

 

( ) ( )iYiiiXii aDpaDp == −− 11 or  (4) 

 

To characterize the credibility of the fuzzy rules, the first 

layer of the hidden layer was designed as the multiplication of 

the input signals. Then, the applicability of the fuzzy rules can 

be outputted as: 
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The second layer of the hidden layer normalizes the 

applicability of fuzzy rules. The ratio of the normalized 

applicability pk of the k-th rule to the total normalized 

applicability of all rules can be computed by: 
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The third layer of the hidden layer calculates the value of 

each fuzzy rule by: 
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where, e1, e2, …, en are the consequent parameters. 

Then, the output layer summarizes and outputs the signals 

outputted from the hidden layer: 
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Based on autoregressive, integral and moving average 

parameters, the ARIMA network in our model predicts 

financial information by constructing the linear relationship 

between past observations and random errors: 
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where, u is the nonfinancial cycle autoregressive term; ηu is 

the u-order nonfinancial cycle autoregressive function; v is the 

financial cycle autoregressive term; φv is the v-order financial 

cycle autoregressive function; C is the time length of the 

financial cycle; ▽d and ▽C
D are the differential functions of 

nonfinancial and financial cycles, respectively; δw and ΦW are 

the w-order moving average functions of nonfinancial and 

financial cycles, respectively; τ is the time point of financial 

activity; wn is the white noise parameter.  

The above-mentioned ARIMA financial BDA model can be 

constructed in the following steps: First, identify the cyclical 

factors of financial activities; then, verify the time series of 

financial activities through the evaluation of financial cycle 

stability; after that, calculate the estimated values of all 

parameters, creating a preliminary time series model based on 

financial BDA. 

 

4.2 Combinatory prediction strategy of financial BDA 

model 

 

Let a1, a2.., an be the data on actual financial activities, b1t, 

b2t, ..., bnt be the predicted results at time t, and wBayesian, wBP 

and wARIMA be the weight coefficients assigned to BN, BPNN, 

and ARIMA network, respectively. Then, the combinatory 

prediction result can be expressed as: 
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The prediction error can be expressed as: 
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4.3 Calculation of dissimilarity in financial big data and 

optimization of the ML module 

 

If the data are excessively high-dimensional, it is impossible 

to process them quickly by traditional clustering algorithms. 

To optimize the financial BDA model, the first step is to 

compute the dissimilarity between data clusters, i.e. to perform 

unified calculation and processing of multi- or high-

dimensional data. 

Let z1, z2.., zn be n-dimensional datasets on actual financial 

activities. Then, the continuous nature dissimilarly between 

the r-th data of dataset zi and the r-th data of dataset zj can be 

expressed as: 
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where, zir is the eigenvalue of the r-th data of dataset zi; Maxr 

and Minr are the maximum and minimum values of the r-th 

data in all the n-dimensional datasets, respectively. Then, the 

dissimilarity of ordinal attributes can be expressed as: 
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where, Ar is the maximums of r in ordered sequence sets 1, 2.., 

A. The values of the binary and sub-type data attributes solely 

depend on their types or states, instead of magnitudes. Hence, 

the dissimilarity of binary and sub-type attributes can be 

computed by: 
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In traditional clustering algorithms, the training module is 

selected randomly, making the analysis results unstable. The 

instability can be solved by optimized ML. First, t ML 

modules were selected according to the applicability of the 

above rules, and pre-stored as the center points of the BDA. 

The distance between datasets zi and zj can be expressed as: 
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5. EXPERIMENTS AND RESULTS ANALYSIS 

 

5.1 Experimental steps 

 

The ML-based combinatory prediction model was applied 

to analyze and process financial big data. The accuracy of 

prediction results directly depends on the weight coefficients 

of the networks making up the model. Firstly, the data in the 

original large financial database were imported to the BN, 

BPNN and ARIMA network, producing the preliminary 

prediction results. Next, the weight coefficients were 

configured for the three networks, and multiplied with the 

predicted values in the first step. Then, the multiplied results 

were added up into the predicted value of the combinatory 

prediction model. After that, the three weight coefficients were 

adjusted through differential evolution. If the values were not 

ideal, the second step would be executed again, and the weight 

coefficients would be reset until the predicted result reached 

the desired accuracy and effect. 

 

5.2 System deployment 

 

Once the BDA algorithm was completed, the proposed 

model should go through training. Our experiments mainly 

aim to analyze the financial behavior features based on user 

portrait, and verify the performance of the ML-based 

combinatory prediction model. The success rate and data 
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completeness of the combinatory model were compared with 

those of each of the three networks. 

The experimental data include 8 sample datasets, all of 

which are the basic operating data files screened from the 

operator SQL dataset and Oracle Database. The experiments 

were carried out on Ubuntu Linux Server 16.04 (CPU: 

2.4GHz), with Spark as the computing framework. The 

number of Executor processes required to set up the Spark job 

was set to 5. One Executor process (memory: 2G) is parallel 

to 1 task. 

 

5.3 Performance comparison  

 

Firstly, a user portrait model was created, that is, the 

features of user financial behaviors were analyzed by the BN. 

The model was trained multiple times by the combinatory 

prediction algorithm. As the sample dataset expanded from 1G 

to 5G, the number of left and right operand nodes gradually 

increased from 2 to 13. This means our user portrait model is 

unsatisfactory in the construction of causality for a small 

sample set. When the data were sufficient and multi-

dimensional, the training effect of the user portrait model was 

relatively good, and the causality constructed by the model 

was clear. 

Table 2 records the weight coefficients of BN, BPNN and 

ARIMA generated in the experiments on the eight sample sets. 

It can be seen that each network has a unique weight 

coefficient for each sample set. The higher the coefficient, the 

greater the network affects the result of the combinatory 

prediction model. The variable coefficients give full play to 

the advantages of each network, and prevent the prediction 

result from focusing on a single index. 

 

Table 2. Weight coefficients of the combinatory prediction 

algorithm 

 
Experiment Number BN BPNN ARIMA 

1 0.1277 0.2564 0.6159 

2 0.2179 0.4587 0.3234 

3 0.8233 0.0369 0.1398 

4 0.3844 0.1255 0.4901 

5 0.4349 0.2231 0.3420 

6 0.5563 0.3120 0.1317 

7 0.5739 0.1958 0.2303 

8 0.7013 0.2033 0.0954 

 

 
 

Figure 4. The results on MSE 

 

 
 

Figure 5. Prediction results with 50 training samples 

 

 
 

Figure 6. Prediction results with 100 training samples 

 

Figure 4 compares the relationship between the goodness of 

fit for the weight coefficients and the mean squared error 

(MSE) under the above settings and those for uniformly 

assigned weight coefficients. Obviously, the reasonable 

allocation of the weight coefficients narrows the gap between 

prediction error and the actual error, leading to an ideal 

prediction effect. 

To demonstrates its prediction effect, the proposed 

combinatory prediction model was compared with BN, BPNN 

and ARIMA. Figures 5 and 6 provide the relationship between 

sample size and prediction error of the four methods, when 

there were 50 and 100 training samples, respectively. It can be 

seen that the combinatory prediction model achieved the 

smallest prediction error, followed by the BN. By contrast, the 

ARIMA and BPNN had relatively large prediction errors. 

 

 

6. CONCLUSIONS 

 

This paper discusses the application mechanism of big data 

technology in the financial field, and clarifies the procedure of 

preprocessing financial data. Based on the user portrait of 

financial behaviors, a financial BDA model was designed 

based on the ML. The algorithm of the proposed model has 

many advantages: Firstly, the model inherits the merits of 
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three networks, namely, BN, BPNN and ARIMA, in the 

prediction of massive financial data, by assigning reasonable 

weighting coefficients to the three networks. Secondly, the 

parameters of the ML module were optimized through 

dissimilarity calculation, mitigating the impact of high-

dimensional data on the prediction results. Finally, the global 

convergence ability was enhanced through the reasonable 

allocation of weight coefficients, such that the prediction 

would not focus on a single index. Differential experiments 

show that the proposed user portrait greatly facilitates the 

construction of causality in a large sample set, and the 

prediction curve of the proposed combinatory prediction 

model achieves the smallest prediction error. 
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