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For solving the data sparsity of traditional algorithms, this paper proposes a novel 

collaborative filtering recommendation algorithm based on multi-relationship social 

network. On the basis of traditional matrix decomposition model, the proposed algorithm 

obtains the trust and trust feature matrix by integrating the user preferences of multi-

relationship social network, and then, the rating of the commodity is predicted by the social 

feature matrix, the commodity feature matrix, and the similarity of user rating preference. 

In order to verify the reliability of the proposed algorithm, the Epinions dataset is used to 

compare the performance of the algorithm with that of the existing social network 

recommendation algorithms. According to the experimental results, the proposed algorithm 

had smaller mean absolute error (MAE) and root mean square error (RMSE), indicating that 

it has effectively reduced the impact of data sparsity on recommendation results and 

improved the recommendation accuracy. 
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1. INTRODUCTION

The basic idea of personalized recommender system is to 

recommend the commodities to the user according to his/her 

historical behaviors, aiming to provide better personalized 

services for the user. At present, personalized recommendation 

technology is mainly divided into collaborative filtering 

recommendation [1, 2], content-based recommendation [3], 

graph-based recommendation [4], and hybrid recommendation 

[5]. Thereinto, collaborative filtering recommendation, 

including model-based collaborative filtering and memory-

based collaborative filtering detects the user's potential 

interests by analyzing his/her resources. It has become the 

most mature and popular recommendation technology in 

recommender systems [6, 7], laying the basis for prediction 

and recommendation. 

However, there are some inherent defects in collaborative 

filtering recommendation. Firstly, the recommendation is 

grounded on the user-commodity rating matrix, which faces 

serious data sparsity problem in reality. Secondly, the 

technology suffers from the cold start problem because some 

users only rate a small portion of the commodities. Finally, the 

user-commodity rating matrix, as the single data source of the 

traditional method, might distort the recommendation result 

[8]. 

With the development of social networks, the connection 

between users is increasingly dependent on network social 

media, such as Facebook, WeChat and so on [9]. The social 

relationships act as an independent information source for 

recommender systems, and bring new inspirations to social 

recommendation algorithms. To a certain extent, the social 

relationship-based recommendation method alleviates the data 

sparsity and cold start [10, 11], and enhances the 

recommendation accuracy. Nevertheless, there are still two 

outstanding problems. For one thing, it is difficult to 

distinguish the trust degree between users, as only a few 

existing network datasets have user social relationship matrix, 

the elements of which are valued in binary data. For another, 

most of user social models only considers explicit user trust 

relationship, ignoring the implicit social relationship between 

users. 

To overcome the above problems, this paper presents a 

collaborative filtering recommendation method which 

integrates social network information and user rating 

information. The method is realized through the following 

steps: 1. The user rating matrix and the user trust matrix are 

respectively mapped into low-dimensional space like user 

space, commodity space, trust space and trusted space. 2. 

Sparse user rating matrix is estimated based on social features, 

commodity feature vectors, and user similarity. 3. According 

to the intensive user rating matrix, the N top rated commodities 

are chosen to form a recommendation list. After that, the 

proposed algorithm is validated on the Epinions dataset. It is 

proved that the algorithm effectively alleviates the effect of 

data sparsity on recommendation results and elevates the 

recommendation accuracy. 

The remainder of this paper is organized as follows: Section 

2 briefly introduces the collaborative filtering algorithm based 

on the traditional decomposition model, and the proposed 

collaborative filtering method based on the social network 

relationship; Section 3 verifies the proposed algorithm by 

simulation, and gives the experimental results; Section 4 wraps 

up this research with some meaningful conclusions.
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2. COLLABORATIVE FILTERING 

RECOMMENDATION ALGORITHM BASED ON 

SOCIAL RELATIONSHIP 

 

2.1 Literature review 

 

Traditional collaborative filtering recommendation 

algorithms often pay more attention to the data in user rating 

matrix over the information between users. In practice, the 

importance of social network information is increasingly 

pronounced in recommender systems. More and more 

researchers have introduced the trust relationships of social 

networks into recommender systems. Massa et al. [12] 

proposed to integrate social trust relationship into 

recommendation algorithm, and replaced the traditional 

similarity with the trust degree between users to predict the 

user's vacancy value. Hu et al. [13] integrated the concept of 

social rules into the recommender system, and explained the 

contributions of the two social rules proposed in the system. 

Their experiment shows that the recommendation based on 

social rules effectively increase the recommendation accuracy. 

Wang et al. combined user social trust degree and rating 

similarity into a new matrix-filled recommendation method, 

which ameliorates the data sparsity in the recommendation 

process. Tran et al. [14] mapped the high-dimensional user 

rating matrix to the low-dimensional feature matrix, and 

adopted the user social information and the respective implicit 

data sources in recommendation. 

It is assumed that the proposed recommender system 

contains M users and N commodities, with R=[Ru,i]m×n 

representing the user-commodity rating matrix (Figure 1). 

 

 
 

Figure 1. User-commodity matrix R 

 

where, U={u1,u2,…,um} is a full set of users; I={i1,i2,…,in} is 

a full set of commodities; Ru,i∈[1,5] is the rating of user u to 

commodity i; 1~5 means “strongly dislike”, “dislike”, “neither 

like nor dislike”, “like” and “strongly like”, respectively. 

Empty rating indicates that the user has not rated the 

commodity.  

The determination of the predicted rating of commodity 

𝑅𝑢,𝑖
,

is a crucial step in personalized recommendation. The 

recommendation accuracy of the system could be evaluated 

against the minimum difference between the actual and 

predicted ratings. In this way, the problem is converted into 

the search for the optimal solution. The target function of the 

problem can be formalized as follows: 
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The prediction accuracy is bettered with additional social 

network data, as two users with similar preferences usually 

maintain a trust social relationship, i.e. once a user gives a high 

rating on a commodity, the other user is expected to give a high 

rating on that commodity, too. In a social network, the trust 

relationship between users can be represented by the matrix 

T=[Tu,v]m×m, where Tu,v∈[0, 1] is the trust degree between users 

(Figure 2). 

 
 

Figure 2. Trust network T 

 

From Figure 2, we can see that user u1 trusts user u2, u3 and 

u4. 

The distrust relationship between users can be expressed by 

the matrix D=[Du,v]m×m, where Du,v∈(0, 1] is the distrust degree 

between users (Figure 3). 

 

 
 

Figure 3. Distrust network D 

 

It can be seen from Figure 3 that user u1 distrusts user u2. 

 

2.2 Traditional matrix decomposition model 

 

Capable of analyzing the data of user-commodity rating 

matrix, the matrix decomposition model has been extensively 

used in collaborative filtering recommendation algorithm. The 

matrix decomposition refers to decomposing a high-

dimensional user rating matrix into a low-dimensional user 

feature matrix U∈Rl×m and a commodity feature matrix I∈Rl×n, 

where l≤min(m,n). The decomposed user features solely 

depend on a limited number of important features, and the 

rating matrix R can be approximated by UTI. The user rating 

data are typically mapped to [0,1] by functions f(x)=x⁄Rmax, 

where Rmax is the maximum user rating. 

Based on matrix decomposition model, the traditional 

collaborative filtering method approximately fits the rating 

matrix with a simple linear model. The strategy is high likely 

to cause huge deviation between the actual and predicted 

ratings. To prevent overfitting, this paper introduces the 

nonlinear logistic function g(x)=1/(1+e-x) to map the predicted 

ratings in [0,1]. 
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Using the user feature matrix U and the commodity feature 

matrix I, the minimum cost function φ of Eq. (1) is solved: 
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(2) 

 

where, ‖⋅‖𝐹
2  is the two-order bound norm; λu and λi are the 

regularization coefficients of the feature matrices U and I, 

respectively. 

The user-commodity ratings can be predicted by Eq. (3): 
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2.3 Collaborative filtering method based on multi-

relationship social network 

 

Following the decomposition method based on the matrix 

decomposition model (Section 2.2), it is possible to 

decompose the high-dimensional trust relationship matrix 

T∈Rm×m into a low-dimensional trust feature matrix P∈Rk×m 

and a low-dimensional trusted feature matrix Q∈Rk×m, and 

approximate the value of the trust matrix T by a linear 

combination T=PTQ, where m is the number of users, and k≤m 

is the number of features. 

It is assumed that whether user u trusts user v or not is 

determined by k feature factors. Then, the trust criteria of user 

u can be expressed by a k-dimensional vector Pu=[p1,p2,…,pk]T, 

the feature of the trusted user v can be expressed by 

Qv=[q1,q2,…,q]T, and the trust value Tuv of user u to user v can 

be approximated by 𝑃𝑢
𝑇𝑄𝑣 . Hence, the minimum cost function 

is shown in Eq. (4): 
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where, λp and λq are the regularization coefficients of feature 

matrices P and Q, respectively. The predicted social trust data 

can be mapped in [0,1] by the nonlinear logistic function 

g(x)=1/(1+e-x). 

Usually, users are partially correlated rather than 

completely independent. To calculate the correlation between 

users, the Pearson correlation method is employed as follows: 
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where, I is the set of common rating commodities between 

users u and v; rui and rvi are the ratings on commodity i (i∈I) 

given by users u and v, respectively; 𝑟�̅�  and 𝑟�̅�  are the mean 

rating given by users u and v, respectively. The user rating 

preference is defined in Eq. (6): 
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(6) 

where, t is the threshold between good and bad evaluations; Iu 

and Iv are the sets of commodities rated by users u and v, 

respectively. 

The user preferences are then integrated into similarity 

computing. The preference-based similarity measurement 

method can be defined as follows: 
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where, P(u,v) is the preference degree between users; sim1(u,v) 

is the Pearson correlation coefficient between users. The 

minimum cost function φ of social trust relationship is shown 

in Eq. (8): 
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The existing studies on social network have shown that 

social and commodity features can be used to correct the 

predicted user ratings of commodities. The correction formula 

can be defined as follows: 
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where, β, γ and θ∈(0,1) and β+γ+θ=1. The three parameters 

represent the contribution rates of trust feature vectors, trusted 

feature vectors and similarity, respectively. 

In the proposed algorithm, the Euclidean distance of user 

feature vector is calculated to reflect the difference of 

preferences between users. 
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Based on Eq. (10), the minimum cost function φ can be 

redefined as follows: 
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where, λ1 and λ2 are the regularization coefficients of social 

network feature matrix; λp, λq and λv are the regularization 

coefficients of matrices P, Q and V, respectively. 

 

 

3. EXPERIMENTS AND ANALYSIS 

 

The reliability and validity of the proposed algorithm is 

verified through comparison with the existing social 

recommendation algorithms in the Epinions dataset [15]. The 

extremely sparse dataset consists of the rating data given by 

49,290 users on 139,738 different commodities, as well as the 

social data between 664,824 users. 487,181 records signify 

positive relationships among users, while the rest of the 
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records indicate distrust relationships. If the number of 

comments is fewer than 5, the users are considered as cold start 

users. The category covers more than half of the users in the 

dataset. 

Two of the most common evaluation methods for 

recommendation performance are employed to verify the 

accuracy of these recommendation algorithms, namely, the 

statistical mean absolute error (MAE) [16, 17] and root mean 

square error (RMSE) [18, 19]. 

The formalization of MAE is shown in Eq. (12): 
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The formalization of MAE is shown in Eq. (13): 
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where, Tu is the user dataset in the test set; N is the quantity of 

commodities in the test set; Ru,i is the actual rating; 𝑅𝑢,𝑖
′  is the 

rating given by user u to commodity i. 

The Precision, Recall and F1-Measure [20, 21], as common 

tools for evaluating recommender systems, are respectively 

defined as follows: 
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where, Lu is user u’s recommended commodities obtained by 

a training dataset; Bu is the commodity set with positive ratings 

in the test set; Tu is the user dataset in the test set. 

The proposed algorithm (TDSRec) is evaluated against 

SocialMF, TDMF and TDRec. The parameters of each 

algorithm are listed in Table 1. 

 

Table 1. Parameter settings of each algorithm 

 
Algorithm Parameter 

SocialMF λ𝑢 = λ𝑣 = 0.001, λ𝑟 = 1 

TDMF λ𝑢 = λ𝑣 = 0.001, λ𝑠 = 10 

TDRec 
λ𝑝 = λ𝑤 = λ𝑣 = λ𝑐 = 0.001, λ =  λ𝑡 = 0.5, 𝛽 =

0.4, 𝛼 = 0.001 

TDSRec 
λ𝑝 = λ𝑤 = λ𝑣 = 0.001, λ1 = λ2 = 0.0001, 𝛽 =

0.3, 𝛾 = 0.5, 𝜃 = 0.2, 𝛼 = 0.001 

 

Figures 4 and 5 illustrate the different iterations in each 

algorithm on all users. 

From Figure 4 and Figure 5, it is learned that the MAE and 

RMSE gradually stabilize with the increase in the number of 

iterations. The experimental results indicate that the proposed 

algorithm is superior to the comparison algorithms. 

Through the experimental comparison, we analyze the 

Precision, Recall and F1-Measure of the proposed algorithm 

and those of the existing algorithms under different number of 

neighbors N. The results are shown in Figure 6, Figure 7 and 

Figure 8. 

 

 
 

Figure 4. MAE at different iterations on all users 

 

 
 

Figure 5. RMSE at different iterations on all users 

 

 
 

Figure 6. Precision of different algorithms  
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Figure 7. Recall of different algorithms 

 

 
 

Figure 8. F1-Measure of different algorithms 

 

It is demonstrated in the above figures that, whichever the 

number of neighbors N, the proposed algorithm always 

outperforms the other algorithms in terms of the Precision, 

Recall and F1-Measure. 

 

 

4. CONCLUSIONS 

 

Despite being a mature and popular method with a good 

recommendation effect, the collaborative filtering 

recommendation algorithm has several intrinsic flaws. For 

example, the traditional algorithm fails to consider the social 

relationship of users during the similarity computation, which 

undermines the recommendation accuracy and diversity. 

Therefore, this paper proposes a novel collaborative filtering 

recommendation algorithm based on multi-relationship social 

network. It is proved that the proposed algorithm is applicable 

to the recommendation of large user-commodity sets, and is an 

effective way to reduce data sparseness, enhance prediction 

accuracy, and promote recommendation accuracy. 
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