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Data driven health care research is accentuated due to the Gargantua data available in the 

form of structured and unstructured. Forecasting the impact of infectious and epidemic 

diseases will be of major assistance to the health care industry. The objective of this work 

is to study the impact of dengue cases across India by applying the Deep Learning 

methodologies based on Long Short-Term Memory using Recurrent Neural Networks. The 

factors considered in the prediction method are climatic conditions, temperature, rainfall 

data, humidity and population considered for the period between 2014 and 2019. The 

activation function applied is ReLU and on training the model using LSTM the level of 

accuracy in forecasting the epidemic is over 89% for infection and for death it is 81%. The 

Root Mean Square Error values are also computed and it is observed that when the number 

of iterations is increased the error value decreased. The proposed methodology assists the 

Health care department to make safety precautions before the outbreak of the dengue fever. 
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1. INTRODUCTION

In the current trend of information technology, the rate of 

data grows exponentially. As the size of the data increases it is 

difficult for the human being to parse the data and build 

models on top of it. As on date huge volume of unstructured 

data is available in the health care industry. Machine learning 

is one of the component of data analytics which enables the 

automated building of models and interpret the results in an 

efficient manner [1]. The smart devices like watch, fit bits and 

other devices which collects data constantly and these data are 

to be processed, analyzed and interpreted for effective 

decision-making process [2]. As huge amount of funds is 

being diverted to health care industry, it is mandatory to assist 

the patients and physicians in their routine activities by 

efficiently and accurately diagnosing the symptoms with 

minimized cost.  

Deep Learning plays a vital role in all the fields of 

Engineering and its applications. The deep learning has its 

impact in medical field, automobile industry, business 

forecasting/prediction, computer vision, video classification, 

pattern recognition, natural language processing, clustering, 

regression and voice recognition [3]. In machine learning it is 

possible to classify and predict but are not scalable. In deep 

learning, multiple layers are being introduced in order to arrive 

at a solution (in terms of classification and prediction). The 

concept of deep learning is derived from the structure of the 

brain and its neural system. The processing units are classified 

into input layer, hidden layer and output layer. Each layer is 

associated with weights and are updated in each iteration. The 

process of updating the weight depends on the activation 

functions. The activation functions can be of sigmoid, tanh or 

rectified linear unit functions. The results are obtained from 

the output layer which is considered to be the solution for the 

given problem statement. The steps involved in building the 

neural networks consists: a) training, testing and validation 

data set, b) train the model, and c) predict the test data, and d) 

validate the model.  

Neural networks are classified into feedforward neural 

networks, recurrent neural networks, radial basis function 

neural network, Kohonen self-organizing neural network and 

modular neural networks [4]. If the information forwarded 

from the input to output layer and there exist no loopbacks then 

the network is feedforward network. In RNN a loop back is 

formed i.e. the output layer is transformed as input layer for 

the next iteration. A network is provided with the option of 

memory to store the previous states and the data is trained 

repeatedly and the level of accuracy is improvised when 

compared with the feedforward model. The radial basis 

function neural network consists of input, hidden and output 

layers. The output is centered around a radial function and is 

implemented using Gaussian function in which each node is 

represented as a cluster center. Based on the weights and 

functions computed the approach is capable of classification 

or computing the inference. For organizing the input in the 

unsupervised learning methodology, the Kohonen algorithms 

is applied. The weights are computed using the Euclidean 

distance between the input and the output layer [5]. In modular 

network approach, the larger network is decomposed in to 

smaller and independent neural networks and each broken 

network processes the data and the outcome of each 

component is combined to provide as an output [6]. 

The deep learning networks are implemented using sparse 

autoencoders, convolutional neural networks, restricted 

Boltzmann machines and Long Short-Term Memory (LSTM). 

In the proposed model, the modified LSTM is applied in order 

to predict the epidemic diseases prevailing in the specific 

region. The neural network models can be further classified 

into discriminative and generative [3]. In the proposed model, 

the concept of discriminative approach is followed since the 

problem statement is prediction. In the proposed model the 

data is forwarded from the input layer to the output layer 
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through the hidden layer and is used in the classification and 

regression problems. The training in the deep learning 

networks can be broadly classified into supervised, semi-

supervised and unsupervised. In the proposed model, the semi-

supervised learning approach is implemented for predicting 

the prevalence of the epidemic disease. 

In worldwide, influenza is one of the main root causes of 

death [7]. Soliman et al. [7] applied deep learning and machine 

learning algorithms for forecasting seasonal influenza in the 

city of Dallas, USA. Soliman et al. [7] have applied 

feedforward neural network approach with conventional 

statistical models like beta regression, autoregressive 

integrated moving average, least absolute shrinkage and 

selection operators and non-parametric multivariate regression 

splines. The authors have also applied a probabilistic 

forecasting of influenza using Bayesian model averaging 

method. For the feedforward network, number of hidden 

layers was 2 with 75 hidden nodes each and the deep learning 

structure is selected using cross-validation. The learning rate 

in terms of mean squared error is 0.005. Age, location or time 

are the factors that influence the impact of the non-

communicable diseases such as cardio vascular disease, cancer, 

diabetes, hypertension, cholesterol, thyroid etc., and these 

factors are variable and changes continuously [8]. It has been 

claimed that 70% of the deaths are caused due to non-

communicable diseases. The health of human and survival 

depends on heredity, social conditions, medical conditions and 

natural environment. Based on the data (can be structured or 

unstructured) collected, the non-communicable diseases are 

classified. Since unstructured data is also considered in 

classifying the disease, the level of accuracy has been 

improved. A fusion method RKRE based on ResNet and 

expert system has been proposed and attained an average 

correct proportion of 86.95% [8]. The process is divided into 

four phases labelled as data fusion, feature extraction, machine 

learning models and expert advice. In the data fusion process, 

the data collected from various sources (ICD-10, online, 

physical form filling and DADIAN 2015) are fused together 

into single database. The pre-processing of data takes place in 

this phase. In the second step, the process of feature extraction 

using rough sets and linear discriminant analysis (LDA) has 

been carried out. On selecting the feature, the data is processed 

using the machine learning models like Support Vector 

Machine (SVM), statistics based, entropy based, Artificial 

Neural Networks (ANN), Gradient Recurrent Unit (GRU), 

Dense k-Subgraph (DKS) and Residual Neural Network 

(ResNet) Knowledge embedding model (transE, transD, 

transA, transH and transR) if fed as input into the knowledge 

graph model (ANN, GRU, ResNet). The data is forwarded to 

analysis phase and are evaluated by experts.  

As per the report [9], half of the population of the American 

citizens have one or more chronic diseases and 80% of money 

is spent for the treatment of the diseases. The amount spent for 

the chronic disease treatment is amounting to 2.7 trillion USD 

which is almost 18% of the entire GDP of USA. In China, the 

percentage of deaths due to chronic disease is 86.60. To assess 

the risk of chronic disease both the structured and unstructured 

data are merged [10] because of the following reason: 

incomplete information, missing data, region specific data, 

characteristics of the disease in different region, climate and 

social conditions or life style. The data which is collected from 

hospital is classified into S-Data, T-Data and S&T-Data for 

predicting the cerebral infraction disease by the applying the 

machine models: SVM, k-nearest neighbour and decision trees. 

The data set is divided into training and test in the ratio of 6:1. 

The level of accuracy is approximately to 94.20% when the 

data set is predicted using convolutional neural network based 

multimodal disease risk prediction (CNN-MDRP). The 

authors [10] have computed defined CNN models separately 

for S-Data, T-Data and S&T-Data. It has been observed that 

the combination of structured and text data yields an increased 

level of accuracy, F1-measure, specificity, precision and recall. 

The level of convergence for the convolutional neural network 

algorithm exhibits an enhanced performance when the data 

considered is both structured and text.  

The connection between the human beings and animals can 

spread epidemic diseases among themselves. These infectious 

disease data is available at large in the past decade due to the 

computerization of document prevailing in the hospital 

management systems along with timestamp [11]. As these 

temporal data are available with timestamp, it is possible to 

predict or forecast the expected epidemic diseases in the near 

future and thereby avoiding the calamities.  

At present, combination of several models and binding them 

for generating the prediction by applying statistical 

components is referred to as ensemble learning. For the system 

that are noisy, complicated and dependent systems the concept 

of ensemble learning is applicable [12]. The prediction of 

infectious diseases can be broadly classified as agent-based 

models, compartmental models and regression-based time 

series models (auto regressive and seasonal terms) [13-19]. 

The data source includes; historical data, disease incidence 

time series, web crawls, Wikipedia page views, twitter, 

climatological tables etc. [12]. The models usually generate 

the following type of predictions: point predictions, 

associative predictive intervals or full predictive distributions 

[12]. Stacking is one of the ensemble models is trained using 

the cross-validated performance measure. The predictive 

density that are learnt from the component models are 

combined and the type of stacking is refers to as weighted 

density ensemble [20]. The clinical data is categorized into 

medical images (X-rays, computed tomography, magnetic 

resonance imaging, optical coherence tomography, 

microscopy image, positron emission tomography), clinical 

notes (electronic health records like discharge summaries, 

measurement reports, death certificates), lab results, vital signs 

and demographic informatics [21] and the type of diagnosis 

are auxiliary diagnosis, prognosis, and early warning. The 

authors have also discussed about the type of deep learning 

algorithm that can be applied based on the type of available 

data set. To predict the risk of disease, mortality, model patient 

trajectory and recommend medical dosing can be achieved by 

combining the data collected from the lab results and 

demographic information [22-25]. The monitoring devices 

such as electrocardiogram, multi-parameter monitors generate 

a large volume of data in an unstructured manner and these 

devices are placed at intensive care units and postoperative 

monitoring. Along with the above, the recent technological 

wearable devices, internet of things also provide live health 

care data on every single second of human life [26, 27]. The 

data collected from these devices are assisting in trajectory 

analyses of progress of the disease. If the prediction is carried 

out in advance, preventive measures can be taken in the 

clinical decision-making process [28]. 

The analysis of medical record/data set involves huge 

number of features. Based on the nature of the disease the 

impact of each feature varies accordingly. Therefore, selection 

of features is one of the major chores in the machine learning 
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frameworks. The framework in machine learning for ranking 

is referred to as “learning to rank” [29]. The supervised 

machine learning algorithms are applied for learning-to-rank 

approach in identifying the feature importance [30]. The 

learning-to-rank approach are trained using discriminative 

methodology and are classified into pointwise, pairwise and 

listwise with variant input and output space, hypothesis and 

loss functions [31-37]. The diagnosis for a patient is usually 

carried out by the empirical knowledge of the physicians 

which is based on the clinical reports and it sometimes might 

lead to misdiagnosis. Mainly in the treatment of psychiatric 

disorders it is a difficult task to precisely classify the type of 

patients and their diagnosis. A greedy deep weighted 

dictionary learning for classification of attention deficit 

hyperactivity disorder (ADHD) using the medical and big data 

has been carried out [38]. 

Precision public health is an emerging field for improving 

the overall health of the population by applying big data 

techniques [39]. Using big data methodologies, the 

surveillance of diseases is tracked using air pollution, 

antibiotic resistance, cholera, dengue, influenza and cough. 

Human carriers, victims or patients are tracked for the impact 

of epidemic diseases. Stoddard et al. [40] stated “Human 

movement is a critical, understudied behavioural component 

underlying the transmission dynamics of many vector-borne 

pathogens”. Detection of faults in the source code and 

evaluating them using random forest approach and is modelled 

using fuzzy entropy measure and Hurwicz criterion has been 

discussed. The developed model assists in identifying the 

behaviour of the features [41, 42]. The weights in the network 

are determined by Genetic Algorithm for improving the 

performance of the network classifier [43] and are applied 

using fuzzy networks. In the implementation process, in order 

to evaluate the correctness of the malfunction node or server 

the concept of aspect oriented programming can be introduced 

[44]. This enables to overcome some of the network anomalies 

in the prevailing system. 
Dengue Fever is one of the most endemic disease in various cities 

of India, if the prediction or forecast of the number of cases in the 

expected regions based on the past history will assist the local 

government bodies to take appropriate precautionary measure and 

thereby the reducing the risk. In the proposed work, the 

forecasting of epidemic diseases specifically the cases of 

dengue fever are considered and are analysed by applying deep 

learning techniques. 

2. METHODOLOGY 

 

The principle objective of the proposed work is to restrain 

the spread of influenza like dengue during the peak weather 

conditions by predicting the estimated number of infections 

and location and thereby minimizing the encumber in terms of 

financial, health and mental suffering to both the Health 

officials and the individuals. The proposed model can be 

applied on the data collected or streamed from a specific 

location and able to predict the significant outbreak of the 

dengue fever in that region. The sequence of procedure 

followed in the proposed methodology is shown in Figure 1. 

The data are collected from various sources are pre-

processed. From the available features the attributes that are 

having impact are considered by applying XGBoost algorithm. 

The data is split into three categories: train, test and validate. 

The model is built and is trained by the training data set and 

the correctness of the proposed model is tested using the test 

dataset. The model is further evaluated by the validating data 

set. The results are then evaluated by applying the necessary 

measures and a recommendation engine is generated. 

 

 
 

Figure 1. Flow of process for prediction of dengue fever 

 

2.1 Data collection 

 

The input data plays a crucial role in the recommendation 

system. The source of data consists of the population density 

in the given region, weather data of last one month, any cases 

that are reported with dengue positive result, any similar 

scenario occurred in other regions that closely match with the 

testing region, the species details that are responsible for 

causing and spreading the disease. The required data can be 

collected by streaming from the web scraping methodology. 

 

 

 
 

Figure 2. Projected population density in India based on 2011 census 
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Figure 3. Average rainfall in India for the period from 2015 to 2019 
 

 
(a) Dengue cases vs death for the year 2015 

 
(b) Dengue cases vs death for the year 2016 
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(c) Dengue cases vs death for the year 2017 

 
(d) Dengue cases vs death for the year 2018 

 
(e) Dengue cases vs death for the year 2019 

 

Figure 4. Dengue Cases Vs Death for the period 2015-2019 
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The initial source of input is the density of population in the 

target region and the data can be retrieved using online from 

the NIC portal of India. The data set provides the complete 

information based on the geographical location. The sample 

data is given in Figure 2. 

The data contains the latitude and longitude of the given 

geographical location along with population density for the 

years from 2015 to 2019. The features include the name of the 

location, latitude, longitude, availability of water, land area 

measured in kilometre and the population density. Figure 3 

shows the average rainfall for the period from 2015 to 2019 in 

India. 

Figure 4a, 4b, 4c, 4d, 4e shows the dengue cases in India 

from the period from 2015 to 2019 across India. From the 

above inputs it is evident that the rate of dengue cases deviates 

over the years and it is observed that the variation is purely 

dependent on the factors of population, rainfall and humidity. 

In the above charts it is evident that the rate of dengue cases 

(infected and death) is kept on varying consistently. It is 

observed that in some of the cities like Delhi, the cases have 

been brought down drastically whereas in case of West Bengal 

the cases are in rising between the period of study. In some of 

the places there is a constant maintenance of numbers 

 

2.2 Data pre-processing 

 

The transformation of data that is acceptable by the 

algorithm is referred to as the data pre-processing mechanism. 

In the input data set, some of the features are in categorical 

form, and few strategies are to be adopted in order to convert 

those features to numerical. The dengue affected regions are 

classified into non-occurrence and occurrence of the disease 

over a period of time. The features considered for the purpose 

of prediction is given in Table 1. The treatment of null values 

is carried out. For some states, the data is not available for 

some of the years (as those states are not formed) and those 

years are considered as null values and are treated accordingly. 

 

Table 1. Features considered for the study 

 
Feature Notation 

Population Pi 

Dengue Cases Dc 

Dengue Deaths Dd 

Temperature Tt 

Humidity Hh 

Rainfall Rr 

 

The features considered are the population (Pi) for the 

period from 2015 to 2019 (based on the 2011 census) and the 

data is converted to natural logarithm, number of dengue cases 

(Dc) that are reported across all the states and union territories 

of India with the data being converted to natural logarithm, 

number of deaths due to dengue (Dd) the data is in natural 

logarithm, average year rainfall (Rr) measured in centimetres, 

average temperature (Tt) prevailing during the entire year 

measured in degree centigrade and the final feature is humidity 

(Hh) with the percentage of RH. 

 

2.3 ANN based model for prediction of dengue cases 

 

The proposed model is based on the Deep learning 

methodology by adopting LSTM approach for the purpose of 

prediction and it has been compared with the existing machine 

learning models Back Propagation Neural Network (BPNN), 

Random Forest (RF) Support Vector Machine (SVM) 

Classification, Gradient Boosting (XGBoost) and Stochastic 

Radiant Boosting and Generalized additive model (GAM). 

Initially the ANN architecture has been setup and it is 

represented in the Figure 5. 

Figure 5 represents the generic structure of the proposed 

model for the prediction of dengue cases using artificial neural 

network (ANN). As per this model. The input given is 

population, rainfall, temperature and humidity. The history of 

dengue data is also being shared in line with the input and the 

data is processed using the hidden layers and the expected 

result is the prediction of number of dengue cases and the cases 

of death due to dengue. The above model is implemented by 

using the algorithms: LSTM, SVM, XGBoost, BPNN, GAM 

and Random Forest. The performance of the algorithms is 

compared. 

 

 
 

Figure 5. Structure of ANN process 

 

In the proposed work, the data for the training is given for 

the period from 2015 to 2018 and the testing data considered 

is the year 2019. In the proposed work, the algorithm of LSTM 

on RNN is applied. Long Short-Term Memory (LSTM) is a 

part of enhanced Recurrent Neural Network (RNN) which 

depends on the memory cell with gating at three functions and 

is incorporated into the construction of the model [45]. The 

LSTM neural network has the capability to learn the 

interconnection between the attributes and is achieved by over 

a period of learning. From the given sample data set, the 

LSTM learns the network and the output is generated based on 

the weight adjustment (bias). In the proposed model, the 

features for the LSTM model are population, humidity, rainfall, 

temperature, dengue cases and dengue deaths for the period 

between 2015 and 2018. The input vector representation is 

given as Dxy = (ln(Pi), ln(Dc), ln(Dd), Hhavg, Ttavg, Rravg). 

In a memory cell there will be 64 hidden layers. Figure 6 

shows the architecture of the proposed model for the 

prediction of dengue using LSTM-RNN framework. 

The LSTM-RNN based architecture for the prediction of 

dengue cases and deaths consists of a hidden layer which is the 

LSTM. The layer includes a set of 64 memory cells for 

computing the intermediate results and the resulting values are 

transferred to the next iteration. From the literature survey, it 

is provided that the initial starting value will commence from 

exp(-4). Since the data is available for a period of one year, the 

time step of LSTM is set to a value of 12. The activation 

function used in the proposed methodology is Rectified Linear 

Unit (ReLU). The performance of ReLU is comparatively 

good that the other activation functions like sigmoid and tanh. 

Death 

Cases 

Rainfall 

Population 

Temperature 

Humidity 

Input Layers Hidden Layers 

Dengue 

Cases 

Output 

Layers 
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To avoid overfitting of learning process, the dropout rate is set 

to a level of 50 percentage. The epoch was set to 100. The 

proposed methodology is implemented using tensorflow 

framework version 2.0 [45, 46] in google colab environment 

[47]. The Root Mean Square Error (RMSE) for the 12 

iterations is shown in Figure 7. 

 

 
 

Figure 6. LSTM-RNN architecture for prediction of dengue 

cases and deaths 

 

 
 

Figure 7. RMSE for hidden layer iterations 

 

 
 

Figure 8. Comparison of RMSE of LSTM with other models 

 

It is observed that the number of iterations is increased from 

the error values gets reduced. With the available data set, the 

prediction of dengue case is also evaluated using BPNN, SVM, 

Random Forest, GAM and XGBoost. Figure 8 shows the 

comparison of RMSE values of LSTM with the other machine 

learning models. It is observed that the LSTM computes with 

the lower error value when compared with the other 

approaches. 

From the trained model using LSTM, the prediction of 

Dengue cases for the year 2019 across India is shown in the 

Figure 9. Figure 9 shows the actual vs predicted cases of 

dengue across all the states and union territories of India. In a 

similar manner, Figure 10 shows the number of deaths due to 

dengue the actual and predicted values are shown. 

 

 
 

Figure 9. Actual vs predicted dengue cases for the year: 2019 

 

 
 

Figure 10. Actual vs predicted dengue death for the year: 

2019 

 

The analysis of the results shows that the a) in case of 

prediction of dengue cases the level of accuracy is close to 

89% (by considering the overall prediction) b) whereas for the 

number of cases related to death the level of accuracy is close 

to 82%. 

 

 

3. CONCLUSIONS 

 

The cases of dengue in the states and union territories of 

India has been examined in this work using the concept of deep 

learning approach. The hidden layer LSTM and the activation 

function ReLU are applied in the developed model. The 

RMSE of other machine learning algorithms is also computed 

and it is evident that the LSTM exhibits better performance. 

Based on the training the model comes out with an accuracy 

level of 89% in case of dengue affected cases and 81% in case 

of deaths due to dengue. Even though the prediction level is 

not more than 95%, it is evident that the likeliness of the 

infection of dengue cases is increasing year by year and it can 

be used as a sign of alert to the Government to take appropriate 
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actions / steps towards the prevention of the disease. The 

trained model can be extended to transfer learning. The 

accuracy level of the predicted model can be improved by 

considering the additional datasets for over a period of 25 

years. Further the model can be tested by increasing the 

number of epochs, other activation functions. The model is 

executed in a GPU environment, the performance can be tested 

by executing the model in TPU hardware. 
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