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 At present, the gray system theory has enjoyed immense popularity in the field of 

economy and management. From gray optimization, gray control to gray prediction, the 

results of the theory have been paid more and more attention and been applied extensively 

in the economic development and enterprise management. Aiming at constructing a gray 

linear programming model based on gray prediction and applying the model to enterprise 

operation and management, this paper forecasts the future technical progress of the 

enterprise through gray prediction and verifies the accuracy of the prediction. It is proved 

that the prediction has a high accuracy, indicating that the gray prediction model is 

applicable to the forecast of technical level. Besides, this paper establishes a linear 

programming model to analyze the investment income of different projects in an 

enterprise, thereby providing the basis for managers to make decisions.  
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1. INTRODUCTION 

 

Since macroeconomic and management constitute a 

gigantic and complex system, it is of theoretical and practical 

values to study macroeconomic states and predict economic 

trends through quantitative economics measures and models 

[1]. However, the massive amount of data in the 

macroeconomic model makes it extremely difficult to take full 

account of all the economic relations [2]. This brings the 

demand for more effective utilization of existing human, 

material and financial resources in economic development and 

enterprise management with the aim of achieving more goals, 

which happens to be the main purpose of linear programming 

[3-4]. As a result, general linear programming has been widely 

applied in various areas of the society. The limitations in the 

general linear programming can be resolved to a certain extent 

by the linear programming based on gray prediction [5-6]. 

Gray prediction system analysis is a novel set of concepts 

and methods developed on information incompleteness [7-8]. 

The analysis is targeted at predicting the unknown information 

about the system through a mathematical model established on 

the known information. Scholars at home and abroad have 

done a lot of research on gray system analysis [9-11]. So far, 

gray prediction linear programming has been applied in an 

increasingly broad range, covering economics, management 

and a variety of other aspects of the society. Against this 

backdrop, this paper mainly tries to establish a linear 

programming model based on gray prediction and apply it in 

in enterprise operation and management. 

 

 

2. CONSTRUCTION OF GRAY PREDICTION 

CALCULATION MODEL 
 

GM (1,1) is the most commonly used gray prediction model. 

It is made up of a first-order differential equation with only 

one variable [12-14]. 

Let there be an original data column with the variable x(0):  

 

x(0)={ x(0)(1), x(0)(2), ..., x(0)(n)} 

 

Generate first-order accumulated generation module x(1) 

with AGO: 

 

x(1)={ x(1)(1), x(1)(2), ..., x(1)(n)} 

 

Establish a differential equation based on the first-order 

gray module x(1): 

 
𝑑𝑥(1)

𝑑𝑡
+ 𝛼𝑥(1) = 𝑏                                                                                         (1) 

 

Thus, we get: 

 

𝑥(1)(𝑘 + 1) = [𝑥(1)(1) −
𝑏

𝑎
] 𝑒−𝑎𝑘 +

𝑏

𝑎
                                             (2) 

 

Rewrite the equation in the discrete form: 

 

𝑥(1)(𝑘 + 1) = [𝑥(1)(1) −
𝑏

𝑎
] 𝑒−𝑎𝑘 +

𝑏

𝑎
                                           (3) 
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…
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𝑏
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−
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2
[𝑥1

(1)(𝑛 − 1) + 𝑥1
(1)(𝑛)     1]]

 
 
 
 
 
 

 

B = (𝑋𝑇𝑋)−1(𝑋𝑇𝑌) = [
𝑎
𝑏
]. 

 

The predicted value obtained by the prediction model is 

�̂�(1)(𝑘 + 1). To determine the accuracy of the prediction, it is 
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necessary to carry out a statistical testing. There are mainly 

two posterior differential test criteria: 

The first one is the difference ratio C, which is the ratio of 

residual variance to data variance, i.e.: 

 

C =
𝑆𝑒

𝑆𝑥
                                                                                                                (4) 

 

Where 𝑆𝑒
2 =

1

𝑛
∑ [𝑒(0)(𝑗) − �̅�]

2𝑛
𝑗  and 𝑆𝑥

2 =
1

𝑛
∑ [𝑥(1)(𝑗) − �̅�]

2𝑛
𝑗 . 

The second one is the small error probability P, P =

P{|𝑒(0)(𝐾) − 𝑒|̅ < 0.6744𝑆𝑥}. 

According to the above two test methods, we can divide the 

prediction results into four levels. (Table 1) 

 

Table 1. Division of prediction levels 

 

Level of prediction accuracy C P 

A. good <0.35 >0.95 

B. qualified <0.5 >0.8 

C. reluctantly <0.45 >0.7 

D. unqualified ≥0.65 ≤0.7 

 

The relationship between input and output of production is 

usually expressed by production functions, of which the Cobb-

Douglas function is the most widely used one [15-16]. It is 

expressed as: 

 

Y=ALαKβ                                                                                                          (5) 

 

where Y is the output, K is the capital input and L is the labor 

input. There are two ways to achieve expanded reproduction: 

first, keep the technical level of production unchanged, and 

expand production by investing more capital or labor; second, 

keep the reinvestment unchanged, stimulate the production by 

improvement in production quality. The second approach is 

called “technical progress”. 

Because the technical level of production is changing over 

time, the production function can be expressed as: 

 

Y=F (K, L, t)                                                                                                   (6) 

 

Where K and L can be regarded as function of t. By taking the 

derivative of time, we can obtain: 

 
𝑑𝑌

𝑑𝑡
=

𝜕𝐹

𝜕𝐾

𝑑𝐾

𝑑𝑡
+

𝜕𝐹

𝜕𝐿

𝑑𝐿

𝑑𝑡
+

𝜕𝐹

𝜕𝑡
                                                                            (7) 

 

Substitute �̇� =
𝑑𝑌

𝑑𝑡
, �̇� =

𝑑𝐾

𝑑𝑡
 and �̇� =

𝑑𝐿

𝑑𝑡
t into Formula (7), 

and divide both sides of the equation by Y. There is:  

 
�̇�

𝑌
=

𝐾𝐹𝐾

𝑌

�̇�

𝐾
+

𝐿𝐹𝐿

𝑌

�̇�

𝐿
+

𝐹𝑡

𝑌
                                                                                (8) 

 

Where 𝐹𝑘 =
𝜕𝐹

𝜕𝐾
, 𝐹𝐿 =

𝜕𝐹

𝜕𝐿
  and 𝐹𝑡 =

𝜕𝐹

𝜕𝑡
 

It can been seen from the above equation that the input 

increases mainly thanks to: capital investment, labor increase 

and technical progress. 

If we view 
𝐾𝐹𝐾

𝑌
 and 

𝐿𝐹𝐿

𝑌
 in Formula (8) as constants and 

denote them with α and β respectively, the formula can be 

rewritten as: 

 
�̇�

𝑌
= 𝛼

�̇�

𝐾
+ 𝛽

�̇�

𝐿
+

�̇�

𝐴
                                                                                         (9) 

where 
�̇�

𝐾
, 𝛽

�̇�

𝐿
 and 

�̇�

𝐴
 respectively stand for the contribution of 

capital, labor and technical progress to output. 

If we rewrite Formula (9) in the differential form, and take 

the time increment as △t=1, we can obtain: 
∆𝑌

𝑌
= 𝛼

∆𝐾

𝐾
+ 𝛽

∆𝐿

𝐿
+

∆𝐴

𝐴
                                                                            (10) 

 

Without considering the factor of technical progress, if the 

labor and capital have the same increase rate, there is: 

 
∆𝑌

𝑌
= 𝛼

∆𝐾

𝐾
+ 𝛽

∆𝐿

𝐿
= (α + β)

∆𝐾

𝐾
+ (α + β)

∆𝐿

𝐿
                              (11) 

 

Next, the coefficient of technical progress is estimated. 

Since the production function Y=ALαKβ, the marginal 

productivity is: 

 

𝐹𝐿 =
𝜕𝑌

𝜕𝐿
= 𝐴𝐾𝛽𝛼𝐿𝛼−1 = 𝛼

𝑌

𝐿
,  

𝐹𝐾 =
𝜕𝑌

𝜕𝐾
= 𝐴𝛽𝐾𝛽−1𝐿𝛼 = 𝛽

𝑌

𝐾
 

Y = L
𝜕𝑌

𝜕𝐿
+ 𝐾

𝜕𝑌

𝜕𝐾
                                                                                         (12) 

 

Multiple both sides of Formula (12) by the product price PY. 

There is: 𝑃𝑌𝑌 = 𝐿 (𝑃𝑌
𝜕𝑌

𝜕𝐿
) + 𝐾(𝑃𝑌

𝜕𝑌

𝜕𝐾
) 

Where PK and PL are the shadow price of capital and the 

shadow price of labor respectively. If PK=PL, there is: 

 

A = (
𝑌

𝐿
)(1−

𝐾

𝑌
)(

𝐾

𝑌
)−

𝐾

𝑌                                                                                   (13) 

 

For verification of the practicality of the prediction model, 

we predict the coefficient of technical progress based on the 

time series of the technical level (A) of a Chinese enterprise in 

2007-2015. Figure 1 shows the original data of the enterprise’s 

technical level (A). 

 

 
 

Figure 1. The original data of technical level (A) 

 

 
 

Figure 2. Predicted results of technical level (A) 
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With the application of the GM (1,1) model, we can obtain 

that B=(a,b)T=(-0.027555, 4.392743)T. 

Thus, the prediction model is: 

A(1)(k+1)=194.5364e0.023548643k-192.4325. Based on this 

model, we make a prediction of the technical level of the 

enterprise in 2007-2019 (Figure 2).  

 

Then, the accuracy of the model is tested. Comparing the 

coefficients of the original data (Figure 1) and predicted results 

(Figure 2) on technical progress of the enterprise in 2007-2015, 

it is calculated that the posterior difference ratio C=0.097<0.35, 

indicating that the prediction has level 1 accuracy, and that the 

small error probability P=1.02>0.95, which also proves that 

prediction accuracy reaches level 1. Hence, the prediction by 

gray GM (1,1) model is highly accurate and applicable to 

forecast of the technical progress of the enterprise. 

As shown in Figure 2, we can see that the coefficient of 

technical progress (A) will keep rising at a rate of 2% in the 

coming years, and will reach 5.99 in 2019. For the enterprise, 

the development driven by capital and labor inputs will 

inevitably encounter bottlenecks. In contrast, technical 

progress is playing an increasing important role in promoting 

the development. Thus, more investment should be made in 

technical progress.  

 

 

3. ESTABLISHMENT AND APPLICATION OF 

LINEAR PROGRAMMING MODEL BASED ON GRAY 

PREDICTION 
 

(1)The concept of gray linear programming 

Gray linear programming refers to any type of linear 

programming founded on the basis of gray prediction theories 

and methods. It is more scientific, advanced and practical than 

general linear programming. Its main features are: Firstly, the 

constraint value is time-variant; secondly, the model’s 

coefficient changes in a certain range; thirdly, the objective 

function can be a relative optimization value, not necessarily 

an extreme value; finally, the model provides a lot of useful 

information and various options for making the final decision, 

leaving a high degree of freedom for decision-makers. 

(2)The math model of gray linear programming 

1. Objective function 

 

f(x)=⊕(C)𝑋𝑇 → 𝑚𝑎𝑥(or min)                                                         (14) 

 

where ⊕ is the gray parameter, 

⊕(C)=[⊕(𝐶1), ⊕(𝐶,2), ..., ⊕(𝐶𝑛)] 

2. Constraint: 

⊕(A)X≤⊕(B)" 

X≥0 

where 

⊕(A)= (

 ⊕(𝑎11)    ⊕(𝑎12)  ...  ⊕(𝑎1𝑛)

⊕(𝑎21)    ⊕(𝑎22)   ...  ⊕(𝑎2𝑛)

...                 ...          ...         ...  
⊕(𝑎𝑚1)  ⊕(𝑎𝑚2)  ...  ⊕(𝑎𝑚𝑛)

),  

 

⊕(𝐵)=[⊕(𝑏1),⊕(𝑏2),...,⊕(𝑏𝑚)]                                                    (15) 

 

(3)Predictive linear programming and its application 

Predictive linear programming is often used in the 

investment decision-making process of an enterprise. For 

example, infrastructure program is the crux of the budget of an 

enterprise. This is because the funds of the enterprise are too 

limited to satisfy the unlimited growth of needs. Planners 

always favor a large number of infrastructure projects because 

of their importance both locally and globally. For decision-

makers, however, the limited funds should be used in the most 

needed areas rather than divert the funds evenly to every 

program. With economic benefit (investment recovery period 

and investment recovery rate) as the objective function and the 

investment limit as the constraint, we can find the solution of 

the linear programming, thus providing the most scientific 

basis for the decision makers of the enterprise. 

A Chinese enterprise is taken as the example. The enterprise 

has RMB 1.2 million yuan of disposable capital, including 

RMB 300,000 yuan of administrative expenditure, RMB 

260,000 yuan of wages and welfare funds, RMB 1.3 million 

yuan of the actual demand for liquidity in the current year, 

RMB 1.13 million yuan of production funds, RMB 170,000 

yuan of infrastructure cost, RMB 530,000 yuan of tax, and 

RMB 470,000 yuan of the expected profit of production. Table 

2 lists the total investment on infrastructure from 2010 to 2013. 

 

Table 2. Capital investment time series 

 
year 2010 2011 2012 2013 2014 2015 

investment 43.4 48.6 51.3 56.7 b5 b6 

 

In the current year, relevant departments suggest 

implementing 5 infrastructure projects. The investment plans 

are shown in Table 3. Operating income=current income–

(project consumption+depreciation); tax=the operating 

income/2; net income=operating income–tax; liquid 

capital=current income-project consumption-tax. 
According to the above data, the following prediction 

programming model is established: 

1. With optimal investment benefit as the objective function: 

f = 0.304x1 + 0.456x2 + 0.135x3 + 0.242x4 +⊕(𝑥5) 
→ 𝑚𝑎𝑥  

⊕∈[22.2,25.5]   Take ⊕=22.2  

2.Constraint equations (2014) 

Investment: 

x1 + x2 + x3 + x4 + x5 ≤ b̂5  

Project quota: 

0≤x1≤10, 0≤x2≤30, 0≤x3≤20, 0≤x4≤30, 0≤x5≤20 

Capital recovery: 
1.5

10
x1 +

2

30
x2 +

3

20
x3 +

2.5

30
x4 +

2.5

20
x5 ≥RMB 60,000 yuan  

Demand of liquidity capital: 
4

10
x1 +

4

30
x2 +

13

20
x3 +

10

30
x4 +

6.5

20
x5 ≤RMB 170,000 yuan  

3. Predict b̂i by GM (1,1) based on gray prediction theory  

Establish a numerical sequence b0 according to the years of 

the infrastructure investment. 

b0=(43.4, 45.651.356.7) 

Generate  bo
(1)

, the first-order accumulated generation 

module of b0 with AGO, and construct the GM(1,1) model. 

Thus, we obtain the infrastructure investment model: 

b̂(1) = 400.134556e0.128197352k + 362.653809 

With the above formula, it is predicted that the 

infrastructure investment of 2014 and 2015 is respectively: 

b̂5=67.5 andb̂6=72.3 

4. Solve the optimal solution (2014) with MATLAB5.3 

x1 (Project A) = RMB 100,000 yuan; 

x2 (Project B) = RMB 300,000 yuan; 

x3 (Project C) = RMB 0 yuan; 

x4 (Project D) = RMB 100,600 yuan; 

x5 (Project E) = RMB 132,400 yuan. 

48



The target benefit (investment recovery): f=RMB 220,900 

yuan (2014); 

The average investment recovery rate=22.09÷67.5=0.326; 

Repeat the above calculation process to obtain the 

prediction programming model for 2015: 

1. Objective function: f = 0.304x1 + 0.456x2 +
0.135x3 + 0.242x4 +⊕(𝑥5) → 𝑚𝑎𝑥 

⊕∈ [22.2, 25.5], Take⊕=22.2  

2. Constraint equations (2015) 

Investment: 

x1 + x2 + x3 + x4 + x5 ≤ b̂6 

Project quota: 

0≤x1≤10, 0≤x2≤30, 0≤x3≤20, 0≤x4≤30, 0≤x5≤20 

Capital recovery: 
1.5

10
x1 +

2

30
x2 +

3

20
x3 +

2.5

30
x4 +

2.5

20
x5 ≥

RMB 60,000  yuan 

Demand of liquidity capital: 
4

10
x1 +

4

30
x2 +

13

20
x3 +

10

30
x4 +

6.5

20
x5 ≤ RMB 170,000 yuan 

 

Table 3. Breakdown of infrastructure projects (Unit: RMB 104 yuan) 

 
Project Construction cycle Investment Current income Engineering consumption 

A 

1  14 8.5 

2  17.5 10 

3  17.5 10 

4  17.5 10 

B 

1  10 8 

2  40 20 

3  110 60 

4  90 40 

5  150 80 

C 
1 20 30 14 

2  20 8 

D 

1 30 23 10.5 

2  30 12.5 

3  35 14.5 

4  40 16.5 

D 

1  20 11 

2  20 11 

3  22 12 

4  24 13 

5  27 14 

Project Depreciation Operating income Tax Net income Liquid capital 

A 

25 3 1.5 1.5 4 

25 50 25 25 5 

25 50 25 25 5 

25 50 25 25 5 

B 

6 (4) (2) (2) 4 

6 14 7 7 13 

6 44 22 22 28 

6 44 22 22 28 

6 64 32 32 38 

C 
10 6 3 3 13 

10 2 1 1 11 

D 

7.5 5 25 25 10 

75 10 5 5 10.2 

75 13 65 65 14 

75 16 8 8 15.5 

D 

4 5 25 25 65 

4 5 25 25 65 

4 6 3 3 70 

4 7 35 35 75 

4 9 45 45 85 

 

Table 4. Investment and income of each project 

 
Item A B C D E 

Investment requirements at the beginning of the year 10 30 20 30 20 

Net income in the first year 1.5 2 3 1.5 2.5 

Liquidity in the first year 4 4 13 10 6.5 

Fund recovery rate (%) 30.4 45.6 13.5 24.2 22.2-25.5 

 

3. b̂6 is predicted to be 72.3 by GM (1,1). 

4. Solve the optimal solution (2015) with MATLAB5.3 

x1 (Project A) = RMB 100,000 yuan;  

x2 (Project B) = RMB 300,000 yuan;  

x3 (Project C) = RMB 0 yuan;  

x4 (Project D) = RMB 216,380 yuan; 
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x5 (Project E) = RMB 55,520 yuan. 

The target benefit (investment recovery): f = RMB 231,900 

yuan (2015); 

The average investment recovery rate =23.19÷72.3=0.468; 

The calculated results show that: the investment benefit is 

higher in 2015 than in 2014 and the average investment return 

rate has increased by 3.23%. 

 

 

4. CONCLUSIONS 

 

(1) Despite the extensive application in various fields of the 

society, the general linear programming still has many 

limitations. The problem can be resolved to a certain extent by 

the linear programming based on gray prediction, which is 

more scientific, advanced and practical than general linear 

programming. Firstly, the constraint value is time-variant; 

secondly, the model’s coefficient changes in a certain range; 

thirdly, the objective function can be a relative optimization 

value; finally, the model provides a lot of useful information, 

leaving a high degree of freedom for decision-makers. 

(2) GM (1,1) is the most commonly used gray prediction 

model. This paper constructs a gray prediction model to 

predict the future technical progress of an enterprise. The 

accuracy test demonstrates that the proposed gray model has 

high prediction accuracy and can be used to forecast the 

technical progress of the enterprise. Besides, it is discovered 

that the enterprise will make more and more technical progress 

in the coming years. 

(3) The gray linear programming model can be applied to 

economic development and enterprise management. The 

establishment of a predictive gray linear programming model 

helps predict and compare the programs proposed by different 

departments of the enterprise, so as to select the most suitable 

program for decision-makers. 
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