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Given that breast cancer is one of the most difficult and dangerous cancers, the use of 

diagnostic methods in the early stages of its development can be very effective and 

important in the process of treating patients. This early diagnosis can help doctors treat 

patients, thus greatly reducing mortality. Many different features have been collected to 

diagnose and predict breast cancer, and it is very difficult for specialists to use all of these 

features for a large number of cancers. The aim of this study is to provide a new method for 

minimizing the process of breast cancer diagnosis through the Grasshopper optimization 

algorithm.  The steps of the proposed method consist of three main parts: The first step after 

receiving the data is to normalize the pre-processed data. The second step is to reduce the 

features using the GOA. The final step is to select the optimal features and improve the 

parameters using the SVM Classifier. The experiments in this study were performed on 

three datasets, namely WBC (Wisconsin Breast Cancer), WDBC (Wisconsin Diagnosis 

Breast Cancer) and WPBC (Wisconsin Prognosis Breast Cancer). The results show that the 

accuracy of the proposed method is 99.51, 98.83 and 91.38 for the WBC, WDBC and 

WPBC datasets, respectively. In comparison with other methods, the results show that the 

proposed method has better performance. 
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1. INTRODUCTION

Breast cancer is one of the most common diseases in women, 

the timely diagnosis of which plays an important role in the 

continuation of life and treatment. Therefore, knowing the 

basic information in this area is necessary for every woman, 

even if she does not have the disease. 

Breast cancer is a tumor, in which the cells of the breast 

tissue begin to divide and develop due to genetic disorders 

such as mutation, chromosomal aberration, deletion, 

reorganization, chromosomal translocation and replication [1]. 

In fact, not all tumors are cancerous and they may be benign 

or malignant. Benign tumors grow abnormally, but are rarely 

fatal [2]. However, a number of benign breast masses can also 

increase the risk of breast cancer. Moreover, some women 

with a history of benign breast biopsy have a higher risk of 

breast cancer. On the other hand, malignant tumors are more 

serious and may be cancerous, but early detection of these 

cancers has increased the chance of successful treatment. one 

of the methods early detection and disease classification is data 

mining [3].   

Data mining in health care is a very important branch in 

diagnosis and in deeper understanding of medical data. 

Medical health data mining is about solving real-world 

problems in diagnosis and treatment of diseases [4]. 

Understanding preventive and therapeutic approaches to 

diseases such as breast cancer is possible through data mining. 

This method has a prominent role in the patterns identification 

of tools and many other methods for data mining and analysis 

which have implemented similar algorithms. Researchers use 

different methods and algorithms with different perception and 

accuracy to diagnose breast cancer that being not very accurate, 

as well as working with large datasets cause major problems 

which result in a very long processing time. Therefore, 

eliminating unnecessary features while retaining important 

ones can help to increase the accuracy of the proposed method. 

Due to the fact that the reduction methods of the features 

that have been utilized in other studies are not highly 

recognizable and suffer from local optimality from local 

optimization in methods such as PSO and genetics, a method 

of reducing the new feature has been used in this study. 

The proposed method uses Grasshopper Optimization 

Algorithm (GOA) to select the optimal features. the purpose 

of this study, in addition to improve the accuracy of 

classification, is prevention and early detection of breast 

cancer using the new and hybrid method of GOA and Support 

Vector Machine (SVM) classification which is going to be 

discussed in the following sections. 

The structure of the present manuscript is as follows: the 

second section presents a review of known methods of breast 

cancer diagnosis. The third section presents the methodology 

and method of dimensionality diagnosis in breast cancer. The 

fourth section evaluates the methods examined along with the 

results and their comparison and analysis, and the conclusions 

are presented in the fifth section. 
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2. PREVIOUS METHODS 
 

Since breast cancer is one of the most difficult and 

dangerous cancers, applying diagnostic methods in the early 

stages of its development can be very effective in the patient’s 

treatment. So far, many algorithms have been developed for 

the diagnosis of breast cancer and different challenges are 

addressed. These methods are reviewed in this section. 

In 2016, Asri et al. [5], used machine learning algorithms to 

predict and classify the WBC (original) dataset. In this 

experiment, different clusters such as SVM, decision tree C4.5, 

Naive Bayes and KNN nearest neighbor were evaluated. The 

accuracy of SVM in this experiment with Weka tool was 97.13. 

The purpose of evaluating these methods is to compare the 

accuracy and efficiency of the employed algorithms. 

Chowdhary et al. [6], have used mammography images to 

diagnose breast cancer. In the used method, the intuitive fuzzy 

histogram magnification method was used to process the data 

which improves the images. In the next step, the probabilistic 

Fuzzy Clustering method was used to segment and separate 

the cancerous tissues. Therefore, this method allows 

processing in large cancerous issue datasets, as well as the 

main purpose which is providing better accuracy in the 

separation of breast cancer tissues. In the following step, the 

matrix methods of gray area coefficient and linear binary 

pattern were used to extract the textural properties. The 

accuracy of this method was 94%. This method is not only 

highly selective, but also hard to handle with large datasets, 

which in addition to extending the processing time, sometimes 

even makes it possible to model datasets for them.  

Another method which was used by Aalaei et al. [7] for 

classification of breast cancer metastases was the use of 

genetic meta-specificity reduction method. The experiment 

was performed on three different datasets of WBC, WDBC 

and WPBC using Artificial Neural Network (ANN) cluster. 

The accuracy of the proposed method was estimated for WBC, 

WDBC and WPBC to be 96, 96.1 and 76.3, respectively. In 

this method, although the feature is reduced, the accuracy of 

the method can be improved to a relatively small extent. 

In 2017, Nilashi et al. [8] presented a knowledge-based 

system using fuzzy logic method. This method consists of 

three steps: the first step is the processing of Wisconsin Breast 

Cancer (original) data. Data clustering is then performed in 

similar groups using the Expectation Maximization (EM) 

clustering method in the second step. After the feature 

reduction by PCA, the fuzzy rule set is finally classified into 

data using a regression tree in the last step. The accuracy of 

this method was obtained using WBCD dataset to be 93.2. 

Adopting learning rules for datasets can sometimes complicate 

the classification task. 

In another method [9], the Bat algorithm was used to select 

the optimal features of breast cancer for diagnosis. In this 

method, 286 samples from the WDBC dataset were selected 

using simple random sampling to choose the features. After 

the feature selection, the overall ranking was performed based 

on the similarity for classification by Random Forest (RF). 

The accuracy of this method was considered to be 96.85. 

Selecting samples at random can sometimes make the process 

of selecting features difficult. 

In a study by Doreswamy et al. [10], an improved method 

based on the Bat algorithm was presented for classification of 

breast cancer. In this study, binary Bat algorithm was used. 

The accuracy of the proposed method for the training set and 

test set was 92.61 and 89.95 respectively. UCI data on 569 

samples was used in the experiment. 

In 2018, a study by Muslim [11] presented a method using 

PSO to reduce the specificity to diagnose breast cancer. The 

purpose of this method is to determine the level of breast 

cancer. Diagnosis is performed on 699 samples of the UCI 

dataset after pre-processing and reducing the specificity using 

the PSO algorithm by categorizing the decision tree C4.5 into 

two categories. The category deals with malignant and benign. 

The accuracy of the proposed method was 95.61%. 

Recently, a combination approach by Sahu et al. [12] has 

classified and diagnosed breast cancer. Using the PCA feature 

reduction method, this method has used different clusters, as 

well as ANN classification with 97% best performance among 

other clusters. The experiments were performed on 699 

samples containing 9 features with two benign and malignant 

labels. 

Although the results of previous studies are an important 

step in diagnosis of breast cancer, each of methods has some 

weaknesses, such as elimination of unreported data in data 

analysis. 

The method of diagnosis and classification of breast cancer 

by the GOA has not been tested and evaluated in three 

different breast cancer datasets. The strengths of the present 

study include reducing detection costs, utilizing better 

performance classification without the adverse effects of 

aggressive methods, high detection accuracy compared to the 

cited papers, selection of titles commensurate with available 

data and complete comparison with the previous researches. In 

the proposed method, after optimization of data, pre-

processing and data normalization, the optimized and 

desirable features are selected by the GOA. Then, the SVM 

classification with the optimal parameters is discussed. 

 

 

3. METHODOLOGY 

 

The steps of the proposed method consist of three main parts: 

the first step, after receiving the data, is to normalize the pre-

processed data. The second step is to reduce the features using 

the GOA. The final step is to select the optimal features and 

improve the parameters using the SVM cluster, which 

ultimately results in classification of the data into two benign 

and malignant categories. 

 

3.1 Grasshopper Optimization Algorithm (GOA) 

 

Optimization methods suffer from falling into local optimal 

locations because the algorithm considers a local optimal 

solution instead of the global optimal solution so it would not 

be able to find the global optimal features [13]. 

Therefore, the locust algorithm or the GOA is a new meta-

algorithm that attempts to find optimal answers to complex 

mathematical and even real-world problems by mimicking the 

locusts' behavior in nature to find food [13]. 

 

i i i iX =S +G +A  (1) 

 

This algorithm is inspired by the flight path of locust in 

nature: the Xi denotes the position of the ith grasshopper, Si is 

the social interaction, Gi is the gravitational force on the ith 

grasshopper, Ai is the horizontal force on the direction of the 

ith grasshopper’s movement. Since social interaction is the 

main search mechanism in the GOA which is computed as 

follows: 
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Si= ∑ s(dij)d̂ij

N

j=1,j≠i

 (2) 

 

In relation to (1), dij is the distance between ith and jth 

grasshopper which is calculated as 𝑑ij = |𝑥𝑗-x𝑖|. In addition, 

�̂�ij  is a singular vector from the ith grasshopper to the jth 

grasshopper which is calculated as �̂�ij =
𝑥𝑗-x𝑖

𝑑ij
 [13]. 

 Given the visibility of the principal component S in Eq. (1), 

the direction of the locust in the congestion is defined as the 

follows:  

 

𝑠(𝑟) = 𝑓𝑒
−𝑟

𝑙 − 𝑒−𝑟 (3) 

 

where, f is the gravity intensity and l represents the scale of 

gravity length of the social interaction. Hence, the amplitude 

occurs in [0.2, 079] [14], which is the situation when the locust 

is at a distance of 2,079 units from the adjacent locust; no 

attractions or repulsions exists. This area is referred to as the 

comfort zone (Figure 1). 

 

 
 

Figure 1. The behavior pattern among the Grasshoppers [14] 

 

The components G and A represent the gravitational force 

of the locust and the horizontal force of the wind, respectively, 

which are obtained by Eqns. (4) and (5):   

 

𝐺𝑖 = −𝑔𝑒�̂� (4) 

 

In Eq. (4), g is the gravitational constant and eĝ is a singular 

vector towards the center of the Earth. 

 

𝐴𝑖 = 𝑢𝑒�̂� (5) 

 

where, u is the constant of drift and eŵ is a singular vector in 

the wind direction.  

The locust optimization algorithm was mathematically 

corrected by Saremi et al. [13] as the follows: 

 

𝑋𝑖
𝑑 = 𝑐( ∑ 𝑐

𝑢𝑏𝑑 − 𝑙𝑏𝑑

𝑠
𝑠(|𝑥𝑗

𝑑 − 𝑥𝑖
𝑑|)

𝑥𝑗 − 𝑥𝑖

𝑑𝑖𝑗

𝑁

𝑗=1,𝑗≠𝑖

+ �̂�𝑑 

(6) 

 

where, 𝑢𝑏𝑑  and 𝑙𝑏𝑑  are the upper and lower limit in d 

respectively, �̂�𝑑  is the best solution and c is the subtraction 

coefficient to reduce the comfort, repulsion and gravity areas. 

In Eq. (6), 
𝑢𝑏𝑑−𝑙𝑏𝑑

𝑠
 is a term that linearly reduces the space 

which grasshoppers need for exploration and exploitation, and 

𝑠(|𝑥𝑗
𝑑 − 𝑥𝑖

𝑑|)  indicates whether a grasshopper should be 

repelled from the target or absorbed into it. Parameter c is the 

controller of the GOA which is computed as follows: 

 

𝑐 = 𝑐𝑚𝑎𝑥 − 𝑙
𝑐𝑚𝑎𝑥 − 𝑐𝑚𝑖𝑛

𝐿
 (7) 

 

In Eq. (7), cmax and cmin represent the maximum and 

minimum values of c, respectively. 

 

3.2 Support Vector Machine (SVM) 

 

The kernel methods, one of which is a support vector 

machine, are essentially divided into two parts: (a) the part that 

maps the input data into the vector space, which is called the 

feature space; and (b) the learning algorithm which detects the 

linear patterns in the desired attribute. The input data are being 

written using the kernel functions in a feature space on a larger 

scale, so that the similarity criteria can be determined based on 

the internal parameters. The linear categorization is described 

only based on the internal parameters of the data. The support 

vector categorization is expressed as follows: 

 

f(x)=β
0
+∑ αi

n

i=1

〈x,xi〉,i=1,…,n (8) 

 

In this function, a parameter, αi, is defined for each object. 

The internal result between each of the xi training objects and 

the new object x must be computed. If the training object is 

not a support vector, αi will be zero. If S is the desired support 

vector, the solution function will be as the follows: 

 

f(x)=β
0
+∑ αi

i∈S

〈x,xi〉 (9) 

 

Therefore, only domestic products are needed to draw the 

linear classifier f(x) and calculate its coefficients. K is the 

kernel function for determination of their similarities. The 

linear kernel is similar to support vector clustering and applies 

where (xi,xi*)= ∑ xijxi*j
p

j . The linear kernel determines the 

similarity between the two results by Pearson's correlation 

method. Polynomial cores and radial cores are two examples 

of the most commonly used cores. The radial nucleus is also 

commonly referred to as the Radial Basis Function (RBF) 

nucleus or the Gaussian radial base nucleus. From now on, for 

the purpose of this study, only the term “radial core” is used. 

The polynomial of degree, d, is presented in the following 

section. In this equation, d is the kernel parameter (positive 

integer). If d equals 1, then the kernel is linear: 

 

K(xi,xj)=(1+∑ xijxi,j)
d

p

j=1

 (10) 

 

The radial core is expressed as follows: 

 

K(xi,xj)= {-γ∑ (xijxi,j)
2

p

j=1

} (11) 

 

In this equation, γ is the kernel parameter and a positive 

constant. 
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3.3 Feature reduction by GOV-SVM 

 

In the proposed method, the proposed feature selection 

method by Ibrahim et al. [15] is used for feature reduction. 

Accordingly, the samples are encrypted using a vector of real 

numbers. This vector consists of two parts: the first part 

contains the cost part, C, and the gamma parameter, "γ", and 

the second part contains the selected features. Therefore, C and 

"γ" are being normalized in the intervals of [0, 3500] and [0, 

32]. Eq. (12) shows such a normalization: 

 

Y=
X-minX

manX-minX
(manY-minY)+minY (12) 

 

The second part is used for those features which are in the 

interval of [0, 1]. As shown in the upper part of Figure 2, if the 

component value is greater than or equal to 0.5, it is replaced 

by 1, which indicates a feature is selected; otherwise, the 

approximate value is 0 and that means this feature is not 

selected. 

 

 
 

Figure 2. Data mapping and decoding [15] 

 

Therefore, the proposed SVM + GOA system for reducing 

the feature can be stated as follows: 

• Data normalization: In this part, pre-processing is 

performed for feature selection. Therefore, the data is 

normalized in the range of 0 to 1. This is pre-

processing step to select some features and avoid bad 

ones. This normalization is used to determine the 

selected FB properties based on Eq. (13): 

 

FB=
FA-minFA

maxFA-minFA
 (13) 

 

• Individual decoding of grasshoppers: At this point, 

the vector for SVM parameters is divided into two 

parts (C, "γ") for the selected attributes. 

• Specifying training set and test set: Data are being 

divided into training set, Xtrain,Ytrain and test sets 

Xtest,Ytest, as shown in the left part of Figures 3-9. The 

main features are expressed by X1, X2, ... and the 

main class Y. To create the model, Xtrain and Ytrain 

are being run using the SVM class. Xtest is being 

entered as the model input to test the accuracy of the 

model and the Y output. The Ytest output is shown in 

the right part of Figure 2. Therefore, the validity of 

the classification is measured by Xtest as input; if the 

input is equal to Ytest, the output is correct. 

• Selecting a subset of attributes: From the selected 

attributes, attributes with a value of 1 are selected. 

• Fit evaluation: Therefore, for the SVM classification, 

the training set vectors are used and then, the 

classification accuracy is calculated using Eq. (14): 

 

ACC=
TP+TN

TP+FN+Fp+TN
 (14) 

 

• In Eq. (14), TP: Includes the extracted datasets which 

contains cancers and are classified as cancers. FP: 

Includes the extracted datasets which do not contain 

cancers and are classified as cancers. FN: Includes 

the extracted datasets which are non-cancerous and 

are classified as non-cancerous. TN: Includes the 

extracted datasets which contain cancers and are 

classified as non-cancerous. 

• Termination Conditions: The whole process stops by 

setting a maximum iteration of 200 times in the 

proposed method. 

The proposed SVM + GOA flowchart [15] of feature 

selection is shown in Figure 3, which depicts the relationship 

among the main sections. 

 

 
 

Figure 3. Defining training and test sets [15] 

 

 

4. EXPERIMENTS 

 

This section presents the results of implementation and 

trials of the proposed method for diagnosis of breast cancer. 

Experiments have been carried out on the methods by 

MATLAB 2019ra software and Windows 10 as the operating 

system with Corei5 processor and 4 GB main memory. 

 

4.1 Dataset 

 

The proposed method uses three different datasets. The first 

dataset contains the data from the UCI dataset, comprising 699 

samples that fall into eight groups [16]. The first, second, third, 

fourth, fifth, sixth, seventh and eighth group includes 367, 71, 

31, 17, 48, 49, 31 and 86 samples, respectively [17]. These 

data now include 10 Codi bacterial attributes: cell thickness, 

cell shape uniformity, cell size uniformity, marginal adhesion, 

single epithelial cell size, nude nucleus, chromatin, normal 

nucleus and mitosis, which are divided into benign and 

malignant. 

The second set of data includes 569 samples which are 

obtained from the Wisconsin Hospital. This dataset consists of 

569 samples including 367 benign patients and 212 malignant 

patients. This dataset from the UCI website is categorized into 
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benign and malignant. These attributes include: 

 

(1) ID number  

(2) Diagnosis (M = malignant, B = benign) 

(3) Ten real-valued features are computed for each cell 

nucleus 

(4) radius (the mean distances from the center to the 

points on the perimeter)  

(5) texture (standard deviation of gray-scale values)  

(6) perimeter  

(7) area  

(8) smoothness (local variation in radius lengths)  

(9) compactness (perimeter^2 / area - 1.0)  

(10) concavity (the severity of concave portions of the 

contour)  

(11) concave points (the number of concave portions of 

the contour)  

(12) symmetry  

(13) fractal dimension ("coastline approximation" - 1) 

The third dataset contains 198 samples including 34 

attributes that are classified into two categories of recur and 

non-recur which is provided from the UCI website. These 

attributes include: 

(1) ID number  

(2) Outcome (R = recur, N = non-recur) 

(3) Time (recurrence time if field 2 = R, disease-free time 

if field 2 = N)  

(4) Ten real-valued features are computed for each cell 

nucleus 

(5) radius (the mean distances from the center to the 

points on the perimeter) 

(6) texture (standard deviation of gray-scale values) 

(7) perimeter  

(8) area  

(9) smoothness (local variation in radius lengths) 

(10) compactness (perimeter^2 / area - 1.0) 

(11) concavity (the severity of concave portions of the 

contour) 

(12) concave points (the number of concave portions of 

the contour) 

(13) symmetry 

(14) fractal dimension ("coastline approximation" - 1) 

 

In Table 1, it shows summary details of the used dataset in 

the proposed method. 

 

Table 1. Summary details of the used dataset in the proposed 

method [7] 

 

Dataset 
Number of 

Attributes 
Number of 

Instances 
Number 

of class 
Wisconsin breast 

cancer (WBC) 
11 699 2 

Wisconsin 

diagnosis breast 

cancer (WDBC) 
32 569 2 

Wisconsin 

prognosis breast 

cancer (WPBC) 
34 198 2 

 

4.2 Evaluation criteria 

 

The Breast dataset is divided into training and test dataset. 

The training dataset for the SVM classifier consists of 70% of 

the total dataset, and the test dataset consists of 30% of the 

total data. The proposed method is effectively compared to 

PSO [11], GA [7], Bat [9] and PCA [12] in terms of 

performance metrics which are obtained by the following 

Equations [18]: 

 

Accuracy=
Tp+TN

N
 (15) 

 

Specificity=
T𝑃

TP + 𝐹N
 (16) 

 

sensitivity=
T𝑃

T𝑃+𝐹N
 (17) 

 

where, TN is the number of True Negatives, TP is the number 

of True Positives, FN is the number of False Negatives and FP 

is the number of False Positives [19]. 

 

4.3 Goa parameters selection 

 

In the experiments, the number of iterations for the 

grasshopper optimization algorithm is set to be 200. In 

addition, parameter values cMAX = 2.079 and cMIN = 

0.00004 are considered. 

 

4.4 Investigation of the proposed method 

 

In this subsection, the results of the experiments are 

reported. The results of the experiments on various datasets, 

including WBC, WDBC and WPBC, with and without of 

feature reduction are shown in Figures 4, 5 and 6. 
 

 
 

Figure 4. The proposed method on the WBC dataset  
 

 
 

Figure 5. The proposed method on the WDBC dataset 
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Figure 6. The proposed method on the WPBC dataset 

 

As shown in Figures 4, 5, and 6, the criteria of accuracy, 

sensitivity, and specificity show better performance in all three 

datasets when the dimensions are reduced. The features 

selected in all three sets using the GOA method are listed in 

Table 2. Considering the selected features in Table 2, the 

following features are used to compare the proposed method 

to PSO, GA, Bat and PCA methods. 

 

Table 2. The selected features after applying feature selection 

method 

 

Dataset Number features Selected features 

WBC 3 3,5,10 
WDBC 8 5,6,7,20,22,24,25,28 

WPBC 15 
5,9,10,11,12,18,19,20,

24,25,26,27,31,33,34 

 

4.5 Comparison of the proposed method with other 

methods 

 

In this subsection, the proposed method is first compared to 

the other meta-heuristic methods, such as PSO, GA and Bat, 

and then the PCA feature reduction method is used to detect 

WBC datasets (Figure 7 and Table 3). 

As shown in Table 3 and Figure 7, the proposed method 

performs better than the other methods. In the methods such as 

GA and PSO which suffer from local optimization problem, 

the accuracy is lower. In PCA feature selection method, 

despite the good training by neural network hidden layers, the 

performance is still weaker than the proposed method. It 

should be noted that the test is performed after removing 

incomplete records, namely 683 records. 

The flowing, is Compared the proposed method with other 

methods using WDBC and WPBC datasets. Tables 4, 5 and 

Figure 8 and 9. 

As shown in Table 4 and Figure 8, the proposed method 

performs better than the GA and BBA methods while being 

very close to the PSO method. The GA method is in the third 

place despite the improvement of the parameters. The BBA 

method, which is an improved binary form of Bat method, is 

the weakest method compared to the others. 

According to Table 5 and Figure 9, the performance of the 

proposed method is better than the other methods and is 

significantly less sensitive than the PSO method. The GA 

method is better than the proposed method using the WPBC 

dataset in terms of sensitivity. However, in other datasets the 

WBC and WDBC perform more strongly. The ANN method 

also performs poorly compared to the other methods 

Table 3. Comparison of the proposed method with other 

methods using WBC dataset 

 
Method Accuracy Sensitivity Specificity 

PSO [11] 88.00 91.00 93.00 

GA [7] 96.6 97.1 96.6 

PCA+ANN [12] 97.00 95.00 98.00 

Proposed Using GOA 99.51 97.23 100 

 

Table 4. Comparison of the proposed method with other 

methods using WDBC dataset 

 
Method Accuracy Sensitivity Specificity 

BBA [20] 92.61 91.98 88.80 
GA [7] 96.6 97.5 93.7 

PSO [7] 97.2 98 95.6 

Proposed Using GOA 98.83 100 96.72 

 

Table 5. Comparison of the proposed method with other 

methods using WPBC dataset 

 
Method Accuracy Sensitivity Specificity 

ANN [7] 79.2  33 92.9 

GA [7] 78.1 92.8 31.0 

PSO [21]  81.3  86.9  63.2 

Proposed Using GOA 91.38 86.67 93.02 

 

 
 

Figure 7. Comparison of the proposed method with other 

methods using WBC dataset 

 

 
 

Figure 8. The proposed method on the WDBC dataset 
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Figure 9. The proposed method on the WPBC dataset 

 

 

5. CONCLUSIONS 

 

In this study, a breast cancer detection method based on 

Grasshopper optimization is presented on three WBC, WDBC 

and WPBC datasets. The proposed Grasshopper-based 

approach is mathematically modeled and mimics the 

Grasshopper group behavior in nature to solve the 

optimization problems. The proposed grasshopper-based 

method selects a subset of optimized features that are 

classified by SVM into two categories. Then, the proposed 

method is compared to the other methods based on GA, PSO, 

ANN and PCA algorithms. The results show that the proposed 

method is able to predict and diagnose breast cancer on three 

datasets and its quantitative performance results are superior 

to the other methods. Since the method of detecting breast 

cancer with the GOA has not been investigated so far, it can 

be further investigated with other feature selection methods 

and other classifications, such as SVM, C4.5 and naïve Bayes. 
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