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Violent event detection is an interesting research problem and it is a branch of action 

recognition and computer vision. The detection of violent events is significant for both the 

public and private sectors. The automatic surveillance system is more attractive and 

interesting because of its wide range of applications in abnormal event detection. Since 

many years researchers were worked on violent activity detection and they have proposed 

different feature descriptors on both vision and acoustic technology. Challenges still exist 

due to illumination, complex background, scale changes, sudden variation, and slow-

motion in videos. Consequently, violent event detection is based on the texture features of 

the frames in both crowded and uncrowned scenarios.  Our proposed method used Local 

Binary Pattern (LBP) and GLCM (Gray Level Co-occurrence Matrix) as feature descriptors 

for the detection of a violent event. Finally, prominent features are used with five different 

supervised classifiers. The proposed feature extraction technique used Hockey Fight (HF) 

and Violent Flows (VF) two standard benchmark datasets for the experimentation. 
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1. INTRODUCTION

In the modern era, technology has been improving day by 

day; we are very much fascinated about private and public 

sector's safety. Nowadays, we have seen numerous video 

surveillance cameras being deployed in both private and 

public sectors such as schools, colleges, museums, traffic 

control, hospitals, airports, railway stations, etc. Mainly 

because hardware equipment's are available at reasonable 

prices in the markets. Violent event detection is a prominent 

research field in action recognition's and it is a branch of 

computer vision. In the early days manually monitoring 

abnormal activities in the video. However, it was difficult to 

detect abnormal activity because of poor quality of 

information and prolonged videos. The automatic surveillance 

system is more attractive and interesting in unusual events 

detection they are, intrusion, loitering, slip and fall event, 

unattended event, fraud event and action recognition, etc. [1]. 

Because of the outstanding importance of safety in our daily 

life and provide reliable security to mankind.  

Lohithashva et al. [1] used the Histogram of optical flow 

orientation (HOFO) optical flow feature descriptor. The 

authors used Horn-Schunck optical flow to detect the location 

of the moving crowd peoples. The method extracts magnitude 

and orientation features and fed into the Probabilistic Neural 

Network (PNN) to the classification of the normal and 

abnormal event. Mahadevan et al. [2] used the mixture of 

dynamic texture (MDT) to detect abnormal events in the 

crowded scene. The authors identified abnormal events based 

on the joint modeling of appearance, spatial, and temporal 

information. Spatial information extracted using discriminate 

saliency and temporal information extracted based on the low-

probability. Lloyd et al. [3] proposed a GLCM texture feature 

descriptor, the method is used temporal changes of gray level 

features and inter-frame uniformity, it shows the variation 

between normal and abnormal event based on the local 

variations of the spatial relationship among the pixels. Riberio 

et al. [4] introduced the detection of violent and non-violent 

using the Rotation Invariant Motion Coherence (RIMOC) 

feature descriptor, which is based on a Histogram of Oriented 

Flows (HOF). The method extracts the discriminate and 

unstructured motion, based on the Eigen values present in the 

optical flow vectors from the spatio-temporal information and 

finally combined into a spheric Riemannian manifold.  Zhang 

et al. [5] introduced violent event detection based on detection 

and localization. Gaussian model of optical flow (GMOF) 

detected the location of the moving objects; oriented 

histogram of optical flow (OHOF) feature extraction technique 

used Lucas-Kanade optical flow to extract magnitude 

orientation of the moving objects, based on the magnitude 

orientation authors detected the violent events in the video 

scenes. Deniz et al. [6] proposed violent event detection 

established on the acceleration patterns as the discriminating 

features. The accelerations calculated by employing the Radon 

transform. Gao et al. [7] presented violent event detection in 

the public datasets by using the Oriented Violent Flow (OViF) 

which provides information on statistical motion orientation 

with respect to motion magnitude change. Ullah et al. [8] used 

a 3-dimensional convolution neural network (3D-CNN) for 

feature extraction. After that, the features are passed to a 

softmax classifier to detect the violent event. Febin et al. [9] 

introduced a fusion of SIFT, optical flow, and gradient features. 

The fusion of three features called the MoBSIFT descriptor 

used to detect violent and non-violent events. Recently, 

Lohithashva et al. [10] introduced gradient and texture-based 

feature descriptors. The fusion features descriptor extracted 

prominent features and fed to support vector machine (SVM) 

classifier to detect crowded and uncrowded violent event 
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scenes in the video. Recently, some of the surveys [11-13] 

have published different feature extraction techniques used to 

detect violent events in videos. The most existing methods 

based on the spatio-temporal interest points [8], features fusion 

[9, 10], optical flow [14], textures [15, 16], trajectories [17], 

descriptors and deep learning techniques [18]. Some of the 

researchers have also been focusing on effective segmentation 

[19], subspace techniques [20, 21], and classifiers [1, 10, 22] 

used to detect violent events. Although, they are facing 

difficulty due to complex background, illuminations, scale 

variation, slow motion in video surveillance. The LBP 

descriptor is employed to analyze the local patterns in the 

given video sequence. The local patterns roles important to 

analyze violent event detection in grayscale changes and low 

resolution and the GLCM descriptor measures local variations 

of the spatial relationship among the pixels, and calculated at 

any angle or direction changes of the frame. The occurrence of 

local variation is more in a violent event. Hence, in this paper, 

we propose a new texture features fusion descriptor to increase 

the performance of the model for the violent event detection in 

video surveillance.    

 

The contributions of the paper are as follows: 

 

1. An integration of LBP and GLCM descriptor extracts 

the prominent features effectively to detect the 

violent and non-violent event. 

2.  Explored the different classifiers show to the 

effectiveness of categorization of violent and non-

violent event. 

3. Post-processing technique which has improved the 

true positive rate.  

 

The rest of the paper is presented as follows. Section 2 

delineates the proposed method, experimental result and 

discussion presented in section 3. Finally, conclusion is 

presented in section 4. 

 

 

2. PROPOSED METHODOLOGY 

 

In this section, we work on the task of detection of violent 

and non-violent for which we use Hockey Fight [17] and 

Violent-Flow dataset [23]. We propose the method based on 

the texture features descriptors. In experimentation, we have 

LBP, GLCM and features fusion descriptor for the detection 

of violent events. Work flow of the proposed method as 

mentioned in Figure 1. Five supervised Classifiers, Decision 

Tree (DT), Discriminant Analysis (DA), Logistic Regression 

(LR), SVM and K-Nearest Neighbour (KNN) are used for 

categorization of violent and non-violent events. The proposed 

method illustrates detection of violent and non-violent event 

in the below-mentioned sections. 

 

2.1 LBP features descriptor 

 

LBP is a global texture-based features descriptor introduced 

by Ojala in 2002 [24] and LBP features labels the pixel value 

by threshold the neighborhood of each pixel and analyze the 

outcome as binary numbers. There are different forms of LBP 

which are briefly explained by Bouwmans et al [25]; the 

feature descriptor algorithm allows better handling the scale 

changes and occlusion.   

 
 

Figure 1. Work flow of the proposed method 

 

Let gc be the intensity of the frame I (mc, nc) and ga  is 

employed for neighborhood pixels which intends mc as a 

distribution of sample points on a circle of radius of nc and 

computes LBP. The value LBP of a pixel (mc, nc) is given in 

Eq. (1) and ( )p x  is given in Eq. (2). 
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Initially, the windows are divided into cells and examined 

each pixel is compared to the 8 neighbors of each pixel in a 

cell, the pixels follow along in a clockwise direction. Labels 

the frame pixels by thresholding each pixel for the 

neighborhood for the center pixel value. If there is a 

neighborhood pixel value less than the threshold of the center 

pixel value then we assign "0", otherwise assign "1". From this 

8-digit binary number is obtained. Finally, the histograms are 

calculated over the cell for each number which has frequently 

occurred. This histogram can be evaluated as 28 = 256-

dimensional the feature vector for each frame. 

 

2.2 GLCM features descriptor  

 

GLCM is a texture-based feature descriptor that can be used 

to extract spatial variation of the matrix. According to the 

Haralick GLCM texture features [26] gives 14 texture features 

measured from the probability matrix to extract the 

characteristics of texture statistics of frames. In this work, we 

have used only four statistical properties; they are Contrast, 

Correlation, Energy and Homogeneity. Based on the 'x' 

grayscale pixel occurred in horizontally to the neighborhood 

pixels with the value of 'y'. Each element (x, y) in GLCM 

specifies the number of times that the pixel with value 'x' 

occurred horizontally neighboring to a pixel with value. 

GLCM metrics used to allow rotational invariance using set of 

rotational parameter. Generally, 8 orientations separated π /4 

radian aside, where 'N' indicates the intensity value present in 

the frame. The properties (Energy, Correlation, contrast, and 

Homogeneity) are calculated using the normalized GLCM. 

The Contrast property is used to measure the local variations 

in the GLCM. It is also referred to as variance inertia, the 

whole frames intensity between a pixel and its neighbor is 

measured by it and its range is measured as Range = [0, size 

(GLCM, 1)-1]2 and 0 is for constant frame as shown in Eq. (3). 

180



 

1
2

, 0

( )
N

xy
x y

Contrast p x y
−

=

= −  (3) 

 

The correlation measures the occurrence of the specified 

pairs of the pixels of the joint probability (correlate to the 

neighbor of its pixel over the entire frames). It is 

unrepresentative for the constant frame and 1 and -1 for the 

positive and negatively correlated frame (i.e. Range = [-1, 1] 

as shown in Eq. (4). Where ' '  and ' '  represents mean and 

standard deviation respectively. 
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Energy is a property used to measure the sum of squared 

elements and also referred to as angular second moment or 

uniformity. Its value is 1 for the constant frame, otherwise 

ranges from 0 to 1 (i.e. Range = [0 1]) as shown in Eq. (5). 
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The Homogeneity evaluates the nearness of the distribution 

of the elements diagonally in GLCM. For diagonal elements 

its value is 1, otherwise it’s in between 0 and 1(i.e. Range = [0, 

1]) as shown in Eq. (6). 
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These features are referred to as Haralick features. The 

rotationally invariant frames are detected by texture analysis. 

The frames are evaluated from various angles of the matrices 

with respect to relation. 

 

2.3 Features fusion descriptors 

 

LBP feature descriptor has simply analyzed the texture of 

the frame, it works well of low-resolution, invariance to 

grayscale changes and gives local information of the frame. 

Computationally LBP feature descriptor is simple, so the 

properties of LBP is adopted in the detection of a violent event. 

But it is not invariant to rotation, only pixel values are used 

and ignore the magnitude information. Merely, the GLCM 

feature descriptor measures local variations of the spatial 

relationship of the pixels which is considered by examining 

the texture of the statistical function and the frequency of gray 

occurrences pattern with a specified angle and distance and it 

is rotational invariance. Therefore, to increase the accuracy 

and performance we depicted the detection of the violent and 

non-violent event based on the LBP and GLCM texture 

features descriptors in video scenes. LBP features constructed 

from the window regions in feature vectors representing the 

256 features for each frame. Afterward, we used the GLCM 

feature extraction technique which measures local variations 

of the spatial relationship of the pixels which is considered by 

examining the texture of the statistical function, 4 features for 

each frame are obtained. The fusion of LBP and GLCM 

features get 260 feature vectors for each frame. Therefore, the 

integration of LBP and GLCM properties extracts the 

prominent features to increase the performance of the 

proposed method. 

2.4 Classifiers 

 

The violent event detection can be classified by using 

supervised learning techniques. Classification is a systematic 

categorization of features according to predefined training 

knowledge. In this section, supervised classifiers are used in 

our research work.  

 

2.4.1 DT classifier 

A DT classifier [27] is a supervised classifier and also called 

as a binary classifier, which constructs the hierarchical tree 

structure by means of training data. It uses the divide and 

conquer method for training data with labels. The DT contains 

the internal node and leaf node, these rules are query structure 

on test frames. The test frames are passing through the tree 

structure in a top-down manner, will finally end up in leaf node 

which represents a violent and non-violent event. DT classifier 

is used to separate the composite decision process into a 

simple process. 

 

2.4.2 DA classifier 

DA classifier [28] is also known as discriminant function 

analysis which can be used to classification sets of variables 

into different classes of the same data types. DA learns to 

discriminate features from the higher dimensional features 

from the higher dimensional feature space in which classes are 

well separated. DA evaluates the probability of a new instance 

that belongs to each class. The prediction is based on the class 

acquire the highest probability. At this moment, Bayes 

theorem is used to evaluate the probabilities of the class when 

the input data is given. 

 

2.4.3 LR classifier 

LR classifier is a kind of a statistical model that can be used 

for logistic functions to predict input training feature 

descriptor data value based on the prior knowledge or 

observation. This classifier is based on the relationship 

between one dependent and one or more independent variables 

[29]. LR tree which gives the numeric answer, every step in a 

prediction requires assuring the evaluation of one predictor. 

LR transforms its output using sigmoid function to return 

probability value which can be mapped to discrete class. 

 

2.4.4 SVM classifier 

SVM classifier [30] is a widely used supervised learning 

classification algorithm, which is based on the principle of 

structural risk minimization (SRM). SVM classifier is 

applicable for the feature vectors that are linearly separable. 

We use non-linear kernel function, when the two classes could 

not segregate in linearly. Hyperplane should have the largest 

margin in high-dimensional space to separate given input 

features into two or more classes. SVM helps in avoiding over-

fitting about the problem. Coarse Gaussian kernel function has 

used in the experimentation. 

 

2.4.5 KNN classifier 

The KNN classifier [31] is a supervised learning 

classification algorithm which can be used to identify input 

features that are separated into two classes of a new point. The 

categorization of test data mainly depends on the labeled data 

points closest to the new point and that has those majorities of 

the neighbor's vote. In this work, we have used Medium kernel 

function and the number of neighbor k is set to 10.  
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Space-time post-processing 

 

The post-processing technique which has used to improve 

the true positive rate and very first time Wang et al. [32] used 

the temporal post-processing technique and space-time post-

processing technique introduced by Reddy et al. [33].  

 

Algorithm 1: Detection of violent event: post-processing 

procedure. 

Input: Different supervised classifiers output 

Output: Detection of frame-level 

 

1    for i=1, 2, 3... Sequence of frames do 

2       if All sequences of frames are violent or non violent   

             then 

3            Frame ←Violent/Non-violent 

4            else 

5                 Space post-processing: 

6                 for j = 1, 2, 3...., all frames do 

7                   Vote (all neighboring frames) ← Violent/Non-  

                      violent 

8                    Frame ← Violent/Non-violent 

9                  end 

10       end 

11  end 

12  Time post-processing: 

13  for j = 1, 2, 3...., sequence of frames do 

14     Vote (30 neighboring frames) ← Violent/Non-violent 

15     Frame ← Violent/Non-violent 

16  end 

 

To improve the accuracy performance, we have used space-

time post-processing technique by taking 30 frames for 

detection of frame level. The space-time post-processing is 

explained in Algorithm 1. 

 

 

3. EXPERIMENTAL RESULTS AND DISCUSSION 

 

In this section, we manifest the experimentation results 

obtained to the analysis of the proposed method 

implementation of violent events on two standard benchmark 

datasets are used. Subsequently, experimentation setting is 

described. Eventually, experimentation results are examined 

and compared with the state of the art methods.  

 

3.1 Violent dataset 

 

In this work, the two standard benchmark datasets Hockey 

Fight (HF) Dataset and Violent-Flow Dataset are used. 

Hockey Fight dataset consists 1000 video clips in which 500 

clips present the fights and the other 500 clips present the no 

fight scenarios. Each video clip consists two or more persons 

with 50 frames. The sample frame of it is as shown in the 

Figure 2. The clips are dividing into 5 test and train dataset 

each consists of 100 clips of the fight and no fight scenario. 

Violent-Flow (VF) Dataset consists of 246 video clips in 

which 123 are violent and other 123 are non-violent. The 

sample frame of it is as shown in Figure 2. The clips in this 

dataset are of different scenarios such as street and stadium. 

Both HF and VF datasets videos are downloaded from the web 

with average 3.60 seconds underneath unconfined, in the 

undomesticated circumstances. In this dataset divided into 5 

tests and train dataset each consist of 25 clips of violence and 

non-violence. The frames have illumination variation, 

complex background, and occlusion which make the task more 

challenging. 

 

 
 

Figure 2. Selected violent dataset frames 

 

3.2 Experimentation setting 

 

In this section, we have presented our proposed texture-

based features extraction technique performance. Five-fold 

cross-validation technique [7, 10, 34] have been used for 

experimentation. Consequently, for each one of the two 

datasets is separated into five halves. For each time, four 

halves are employed for the training and left one halves 

employed for testing. We have computed this procedure five 

times and the final result is the average of the accuracy 

determined at each time. We have used different supervised 

classifiers for training and testing. Besides the accuracy, we 

have adopted as evaluation measures the area under the 

receiver operating characteristic (AUC) and classification 

accuracy of an algorithm. In the receiver operating 

characteristic (ROC) curve is used to compare with the state 

of the art methods and it shows correctly classified action 

events.  

 

3.3 Results and analysis 

 

Experimentation is persuaded on HF and VF separately.  HF 

dataset video clips organized to evaluate two or more people 

fight scenes in video and VF dataset delineation to evaluate 

crowded scenes. Both HF dataset and VF dataset have 

complexity with scale changes, complex background and 

illumination.  HF dataset ROC curves all classifiers using LBP 

descriptor demonstrated in Figure 3, illustrate that SVM 

classifier outperforms the other classifiers. Moreover detailed 

experimental result reported in Table 1. SVM classifier is 

superior in categorization of violent and non-violent to other 

classifiers, DA also performs well for the classification. 

Accuracy of 89.81% and AUC of 91.00% is obtained for HF 

dataset. Figure 4 explained VF dataset ROC curves; it shows 

that LR classifier surpasses the other classifiers, DA and SVM 

classifiers also perform indistinguishable to LR classifier. The 

attained experimental result of accuracy and AUC are 

respectively, 82.09% and 85.84% as shown in Table 1.  

HF dataset ROC curves all classifiers using GLCM 

descriptor illustrated in Figure 5 reveal that SVM classifier 

better the other classifiers, KNN and LR classifier also 

performs satisfactory result. The acquired accuracy and AUC 

result of SVM classifier are respectively, 76.79% and 78.60% 

as shown in Table 2. VF dataset ROC curves all classifiers 

using GLCM result as shown in Figure 6, LR classifier achieve 

well classification than other classifiers. Accuracy of 82.16% 

and AUC of 83.25% are obtained, the result as shown in Table 

2.  
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The fusion features descriptor of ROC curves all classifiers 

are presented in Figure 7 shows that SVM classifier is superior 

the other classifiers. Additionally detailed experimental result 

explained in Table 3. The obtained accuracy and AUC result 

of SVM classifier are respectively, 91.51% and 93.60% on the 

HF dataset. VF dataset ROC curves all classifiers using fusion 

feature descriptor as shown in Figure 8, SVM classifier is 

better classification than other classifiers. Accuracy of 89.06% 

and AUC of 93.00 % are obtained, the result as shown in Table 

3.  

Our proposed method used five classifiers to evaluate the 

performance of the algorithm, which takes a known training 

input dataset and its known responses to the output data to 

learn the categorization of violent and non-violent events. 

 

 
 

Figure 3. HF dataset ROC Curves all classifiers using LBP 

feature descriptor 

 

 
 

Figure 4. VF dataset ROC Curves all classifiers using LBP 

feature descriptor 

 

 
 

Figure 5. HF dataset ROC Curves all classifiers using 

GLCM feature descriptor 

 

 
 

Figure 6. VF dataset ROC Curves all classifiers using GLCM 

feature descriptor 

 

 
 

Figure 7. HF dataset ROC Curves all classifiers using texture 

features fusion descriptor 

 

 
 

Figure 8. VF dataset ROC Curves all classifiers using texture 

features fusion descriptor 

 

 
 

Figure 9. HF dataset ROC Curves of violent detection 
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Figure 10. VF dataset ROC Curves of violent detection 

 

 
 

Figure 11. Result of HF dataset for detection of nonviolent 

event and detection of violent event (top row), result of VF 

dataset for detection of non-violent event detection of violent 

event (bottom row) 

 

LBP and GLCM descriptor works well used SVM classifier 

for HF dataset, but LR classifier effectively distinguish violent 

and non-violent using LBP and GLCM descriptor for VF 

dataset.  Nevertheless, SVM classifier perform well for texture 

fusion features, it is used linear or non-linear Kernel function 

to categorize the feature, it handles non-linear solution and 

outlier better. But, LR classifier only handle linear solution 

and unreliable with well separated classes. DT failed to extract 

significance of the features and chance for outfitting. KNN has 

taken large time computation time cost, DA compute the 

addition of multivariate distribution and suffer multi 

collinearity. 

HF dataset and VF dataset ROC curves illustrated 

experimental result of accuracy in Figure 9 and Figure 10 

respectively. Detection results of HF and VF dataset are shown 

in Figure 11. Our proposed texture fusion features descriptor 

compared with HOG, HOF, HNF, LTP, ViF, OViF, 

ViF+OViF, DiMOLIF and GHOG+GIST state of the art 

methods for both HF dataset and VF dataset in Table 4 and 

Table 5 respectively. The GHOG+GIST feature descriptor 

also performs equivalent to our proposed method, but feature 

vectors dimension for each frame is large and computational 

time is high. Therefore, we deduce our proposed method is 

outperformance the other state of the art methods.   

In this paper, our proposed method extracts texture features 

in each frame. Our feature descriptor intelligent to 

representation at all action without any constraint concerning 

the distribution. For the meantime, HOG, HOF, HNF, LTP and 

ViF feature descriptors uses only magnitude information, 

those descriptors cannot work if orientation changes. 

Therefore, the descriptors are failed to detect different actions 

changes because of same magnitude of histograms of optical 

flow. Moreover, OViF is an extension of ViF descriptor, 

which can use both magnitude and orientation, even though 

this descriptor is failed to detect crowded behavior compared 

to ViF. DiMOLIF feature descriptor is used interest frame 

spatial and temporal magnitude and orientation information to 

detect the violent event. GHOG+GIST feature descriptor is a 

fusion of gradient and texture feature descriptor, the method 

used scale, magnitude and orientation and gives adequate 

result but compare to our proposed method GHOG+GIST 

features vector dimension is substantial and required large 

time computation cost. 

 

Table 1. The comparison of LBP descriptor accuracy with 

Standard Deviation (SD) and AUC of five classifiers are 

demonstrated in percentage using HF dataset and VF dataset 

 
Classifiers HF dataset VF dataset 

Acc (±SD) AUC Acc (±SD) AUC 

DT 85.47±2.78 87.72 79.15±2.80 81.68 

DA 89.41 ± 3.95 90.36 81.33±1.05 81.45 

LR 88.75 ± 5.43 89.06 82.09±4.39 85.84 

SVM 89.81±3.10 91.00 79.75±3.51 79.90 

KNN 87.58±2.10 88.90 77.71±2.73 84.24 

 

Table 2. The comparison of GLCM descriptor accuracy with 

Standard Deviation (SD) and AUC of five classifiers are 

demonstrated in percentage using HF dataset and VF dataset 

 
Classifiers HF dataset VF dataset 

Acc(±SD) AUC Acc (±SD) AUC 

DT 74.99±3.84 74.97 77.12±2.15 79.33 

DA 74.07 ±4.68 77.33 78.13±1.93 81.62 

LR 75.91 ±4.27 78.18 82.16±3.72 83.25 

SVM 76.79±2.14 78.60 77.97±2.62 82.69 

KNN 76.36±3.24 76.64 75.84±2.99 76.80 

 

Table 3. The comparison of texture features fusion descriptor 

accuracy with Standard Deviation (SD) and AUC of five 

classifiers are demonstrated in percentage using HF dataset 

and VF dataset 

 
Classifiers HF dataset VF dataset 

Acc (±SD) AUC Acc (±SD) AUC 

DT 85.22±3.59 86.25 78.99±1.47 79.84 

DA 87.66± 5.20 89.72 79.74± 3.64 79.45 

LR 87.20 ± 5.26 89.20 81.79±4.29 81.75 

SVM 91.51±1.51 93.60 89.06±3.32 93.00 

KNN 87.58±2.10 88.90 83.10± 2.84 82.40 

 

Table 4. Performance comparisons of all other descriptors 

accuracy with Standard Deviation (SD) and AUC are 

presented in percentage using HF dataset 

 
Method HF dataset 

Acc (±SD) AUC 

HOG [35] 87.8 - 

HOF [35] 83.5 - 

HNF [35] 87.5 - 

LTP [35] 71.90±0.49 - 

ViF [23] 81.60±0.22 88.01 

OViF [7] 84.20±3.33 90.32 

ViF+OViF [7] 86.30±1.57 91.93 

DiMOLIF [34] 88.6±1.2 93.23 

GHOG+GIST [10] 91.18±2.95 93.45 

LBP 89.81± 3.10 91.00 

GLCM 76.79±2.14 78.60 

LBP+GLCM 91.51±1.51 93.60 
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Table 5. Performance comparisons of all other descriptors 

accuracy with Standard Deviation (SD) and AUC are 

presented in percentage using VF dataset 

 
Method VF dataset 

Acc (±SD) AUC 

HOG [35] 57.43±0.37 61.82 

HOF [35] 58.53±0.32 57.60 

HNF [35] 56.52±0.31 59.94 

LTP [35] 71.53±0.17 79.86 

ViF [23] 81.20±1.79 88.04 

OViF [7] 76.80±3.90 80.47 

ViF+OViF [7] 86.00±1.41 91.82 

DiMOLIF [34] 85.83±4.2 89.25 

GHOG+GIST [10] 88.86±5.12 92.00 

LBP 82.09 ± 4.39 81.84 

GLCM 82.16± 3.72 83.25 

LBP+GLCM 89.06±3.32 93.00 

 

In experimentation, our proposed features descriptor 

performed on an 8GB RAM, Intel core i7 computer running 

Windows 10. MoSIFT [36] took 0.661 s/frame to compute 

each frame, which is comparatively very high. To reduce time 

complexity MoBSIFT [9] feature descriptor has been used, 

which has taken 0.032 s/frame for each frame. Deniz et al. [6] 

have taken 0.0419 s/frame but Gracia et al. [37] have taken 

0.0225 s/frame less time to compute each frame. Our proposed 

LBP and GLCM feature descriptor have taken 0.1322 s/frame 

and 0.0282 s/frame to process the system for both violent and 

non-violent event with less time complexity, which shows that 

our proposed feature descriptors has very nearly equal to state 

of the art methods. The comparison of time computation as 

shown in Table 6. 

 

Table 6. Duration taken to process frames 

 
Method Duration (sec/frame) 

Violent Non-violent 

BoF (STIP) [36] 0.293 0.293 

BoF (MoSIFT) [36] 0.661 0.661 

Deniz et al. [6] 0.0419 0.0419 

Serrano et al. [37] 0.0225 0.0225 

BoF (MoBSIFT) [9] 0.257 0.257 

BoF (MoBSIFT)+MF [9] 0.257 0.032 

LBP 0.1322 0.1322 

GLCM 0.0282 0.0282 

 
 

4. CONCLUSIONS 

 

In this work, our proposed texture features descriptors 

efficiently detect both crowded and uncrowned violent events 

in the video. We have used LBP and GLCM texture based 

feature extraction technique to detect the violent and non-

violent event and the first time we have introduced texture 

features fusion descriptor. The experiment shows the 

performance very well for the two benchmark datasets namely 

Hockey fight dataset and Violent Flow dataset. In an 

experimentation, our proposed texture features fusion 

descriptors gives good result than other state of the art methods. 

In future, we aim to continue different texture, gradient and 

optical flow feature descriptor to more complex video events. 
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NOMENCLATURE 

 

c center of the pixel value 

p pixels 

N 

x 

intensity value present in the frame  

threshold of the center pixel value 

 

Greek symbols 

 

 

µ mean 

  standard deviation 
  pi 

 

Subscripts 

 

 

,
c c

m n  neighbor pixels 

xy the occurrence of specified pairs of the 

pixels of the joint probability 
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