
Object Detection Using Convolutional Neural Networks for Natural Disaster Recovery 

Deva Kumar Salluri1*, Kalpana Bade2, Gargi Madala2 

1 Department of CSE, VFSTR deemed to be University, Andhra Pradesh 522213, India 
2 Department of CSE, Vignan’s Lara Institute of Technology and Science, Andhra Pradesh 522213, India 

Corresponding Author Email: sdevakumar_vlits@vignan.ac.in

https://doi.org/10.18280/ijsse.100217 ABSTRACT 

Received: 12 January 2020 

Accepted: 2 March 2020 

Natural disasters cause a great damage to human life. As these disasters occur naturally, 

no one can able to stop their occurrences. But for recovery there is a team named Disaster 

management or emergency management which helps in recovery of human loss. As 

recovering and analyzing the objects is not easy, it will be a tough challenge for Disaster 

management team to identify and process large amount of data in real-time. To make this 

simple and easy Convolutional Neural Networks (CNN) models are used for object 

detection of disaster’s aftermath. As there are various types of natural disasters such as 

hurricanes, tsunamis, floods, earthquakes etc., this study focuses on floods and earthquake 

images for object detection by using neural networks which has the ability to recognize 

objects easily. The network is processed on the DISASTER dataset which contains 2423 

images out of which 1073 images belong to Flood and 1350 images belong to Earthquake. 

In this study ResNet50, VGG-16 and VGG-19 pre-trained models are used. These pre-

trained models are CNN models which have been already trained on some sort of data. 

By using pre-trained models it will be more easy for object detection of flood and 

earthquake images. Among the three pre-trained models VGG-19 gets highest accuracy 

of 94.22%. As this study focused on floods and earthquake images for object detection. 

In future, by using different dataset and different images object detection will be done 

which will be helpful for recovery of human loss. 
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1. INTRODUCTION

Catastrophe identification is the dynamic research zones in 

remote detecting, since sparing human lives is our need.  With 

the evolving atmosphere, the recurrence and seriousness of 

cataclysmic events are additionally on the ascent requiring 

individuals and governments to be better arranged and 

furnished to adapt with the impacts of such calamities. 

Analysts have contemplated the impact of changes happened 

because of fiasco utilizing sensors and straightforward picture 

handling procedures, for example, picture variable based math. 

Convenient recovery and joining of debacle data are basic for 

viable calamity the executives. Past research discoveries show 

that fiasco recognition frameworks have a couple of serious 

issues, which remembers watching event of calamity for 

constrained range. Constant spatial data about debacle harm 

and hazard is of foremost significance to structuring suitable 

moderation techniques and reaction plans. It is vital in the 

coordination of quick reaction activities after a dangerous 

fiasco, for example, Flood and Earthquake. 

As indicated by the United Nations Office for Disaster Risk 

Reduction (UNISDR), in the 10-year time frame finishing in 

2014, cataclysmic events have influenced 1.7 billion 

individuals, asserted 700,000 lives, and cost 1.4 trillion 

Dollars in harms. On June 2013 Uttarakhand got substantial 

precipitation, enormous Landslides because of the huge flash 

floods, it endured most extreme harm of houses and structures, 

slaughtering in excess of 1000 individuals, sources asserted 

the loss of life could be ascend to 5000. 

Earlier catastrophe discovery frameworks are for the most 

part concentrating on sensors, and they are unsophisticated. In 

this way, they experience a few noteworthy problems. This is 

because of constrained measure of catastrophe recognition 

sensor and gets data through verbal henceforth has low 

exactness. The DNN is the recent headway in the profound 

learning made errand straightforward for picture 

acknowledgment by as profoundly as conceivable learning. 

Profound learning is a subdivision of AI calculations, which 

are superb in recognizing designs, yet for the most part require 

more information. Article recognition has been a theme for 

challenge and numerous approaches are applied. Article 

discovery is identifying a particular item from a picture of 

different lines which are complex and structures. Article 

location which is utilized in face recognition, entity following, 

picture recovery, mechanized stopping frameworks. Papers in 

profound neural system are concentrated to comprehend the 

ideas of convNet system. 

This paper objective is to assemble a programmed debacle 

discovery framework through investigating the event of a 

fiasco in a more extensive territory by means of satellite 

pictures and observing each and every catastrophe helped by 

profound learning methods, CNN. 

2. LITERATURE SURVEY

As disasters occur naturally and for a successful disaster 

management, the key point is to have accurate data. In real-

time as it is impossible to detect objects manually, Pi et al. [1] 

proposed an Unmanned Aerial Vehicle (UAV) using CNN 
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model by deep learning which will be helpful for recognizing 

objects. As the vision of Digital Earth (DE) came into 

existence recently, Craglia et al. [2] developed a vision and 

report on large volumes of data that is available on social 

networks by which the information can be extracted and can 

be used for policy and science. However, as forest are present 

in remote areas and to monitor the ecosystems changes, Sulla-

Menashe et al. [3] developed a 11-year time series of MODIS 

using temporal segmentation. By this the disturbance in forests 

can be identified perfectly regarding with their pixels, size and 

the timing of disturbance accurately. 

Item recognition is being utilized in different fields like 

resistance, design, and so on. Be that as it may, it is utilized for 

medicinal uses. Gada et al. [4] proposed one of the models 

which distinguishes tumor in the mind utilizing profound 

neural system. As occurrence of cyclones is also a natural 

disaster, to overcome the damage Kovordányi and Roy [5] 

presented a technique based on ANN. This technique is used 

for cyclone tracking using satellite images. For emergency 

responding and recovery Baker et al. [6] proposed 

coordination of multiple UAV’s to identify the disaster 

causalities as quickly as possible. To identify the earthquake 

damage and emergency response, Cooner et al. [7] evaluated 

a study on the effectiveness of damage caused by earthquake 

by using a remote sensing and machine learning algorithm. 

CNNs are the best neural networks by which images 

classification done easily. Based on this, Krizhevskyet al. [8] 

proposed a deep neural network which is processed on 

ImageNet database which consists of 1000 of image 

categories. There are various applications of UAVs for object 

detection. To detect objects from aerial images Radovic et al. 

[9] utilized exchange learning dependent on You Only Look 

Once (YOLO) algorithm to recognize planes from ethereal 

views. Many UAVs have been used from recent years for 

knowing the damages caused by man-made or naturally, 

Bejiga et al. [10] proposed a study to support avalanche search 

and rescue (SAR) operation with UAVs which helps in 

detecting the damage occurrence in a reasonable time. As 

social media networks also play an important role for knowing 

the daily updates among them twitter is one. Van Quan et al. 

[11] proposed a CNN to detect the real-time earthquake which 

detects the level of occurrence. As landslide is also a common 

disaster, Ding et al. [12] proposed a novel method which 

recognizes landslides automatically using CNN. The results of 

their experiment achieved a low commission error. By using 

PASCAL Visual Object Classes (VOC) dataset, object 

detection is performed in the past few years. Girshick et al. 

[13] proposed a scalable detection algorithm which improves 

mean average precision (mAP) 30% than VOC. 

Fast R-CNN and SPPnet have reduced the time for object 

detection based on location. Ren et al. [14] proposed a Region 

Proposal Network (RPN) which is a fully connected network 

which is used for predicting the object bounds and scores at 

each position. Everingham et al. [15] described a dataset which 

analyse the methods to overcome the VOC challenge. Potter 

et al. [16] provided an outline to the Canterbury earthquakes, 

ongoing effects and their local environments. Toshev and 

Szegedy [17] proposed a method for human pose estimation 

based on DNN. This method is based on body joints. As CNNs 

have great performance in object detection, Guirado et al. [18] 

proposed a robust and generalizable CNN system for detecting 

of whales. Farabet et al. [19] proposed a method which uses 

CNN trained from raw pixels which extracts dense features. 

To find out the large-scale image recognition, Simonyan 

and Zisserman [20] presented a work which investigates the 

effect of CNN based on its accuracy. Szegedy et al. [21] 

proposed a method which detects objects using DNN. It 

discretizes the output into a default boxes over different scales 

and ratios. Satellite imagery provides valuable information 

based on any calamities such as earthquakes, floods etc. 

Gueguen and Hamid [22] presented a semi-supervised 

learning framework which detects the damage in satellite 

imagery. Appleby-Arnold et al. [23] presented a project which 

describes about the relationship between the man- made and 

natural disaster. Their study focussed on attitudes, feelings and 

perceptions. 

Disasters affects millions of people, and for their recovery 

there are only few tools and very limited information. To 

overcome this, Barnes et al. [24] analysed a technique which 

combines quantitative and statistical methods to identify the 

quality and the measure development. Their study focussed on 

“disaster management”, “natural hazards” and “simulation”. 

As the disasters cause great human loss, Bronfman et al. [25] 

presented a study which reports the levels of the preparedness 

of the community when exposed to the natural hazards. 

Redmon et al. [26] presented YOLO, which is a new approach 

for object detection using a single neural network. Raikes et al. 

[27] prepared a systematic review on 147 articles which are 

based on pre-disaster planning and their preparedness. To 

make a strategy of how to overcome the natural disasters risks, 

Richard Eiser et al. [28] developed a conceptual framework 

which guides about how to overcome the risks, self-protection 

etc. Galbusera and Giannopoulos [29] produced a theory, in 

which the economic loss and ripple effects are discussed that 

are caused when a disaster occurs. Becker et al. [30] explores 

the experiences on preparedness of earthquakes. 

 

 

3. PROPOSED METHODOLOGY 

 
As Natural disaster causes loss of lives, in order to identify 

the data, we had introduced an automated object detection 

using deep neural networks for natural disaster recovery. The 

objective of this methodology is to identify the objects during 

natural disasters. To identify the objects manually is a big risk 

and it’s impossible to be sure about the object which was found 

after disaster occurrence. To make this process easy this study 

uses CNN model which is trained on pre-trained models for 

classifying the images which are taken from DISASTER 

dataset. Let’s have a brief description about the methodology 

of this study. Section 3.1 gives a brief description about neural 

networks. Section 3.2 describes about the architecture on 

which dataset is processed. 

 

3.1 Artificial Neural Network 

 

Counterfeit Artificial Neural Networks (ANN) depends on 

Biological Neural Networks. In ANN each associated hub is 

referred as a Neuron. Here the ANN works same as a natural 

mind, it gets the sign, process it and can flag a neuron 

associated with it. 

As shown in the Figure 1, if you send an image as input it 

will undergo many steps and then send an output. Between 

input and output layers there are some other layers which are 

referred as hidden layers. Among all these Convolutional 

Neural Network (CNN) is the best algorithm used for 

implementing deep learning techniques. CNN is also a kind of 

ANN. CNN is also known as ConvNet, consisting several 
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layers named as convolutional layers, ReLu layer, pooling 

layer, and fully-connected layer. The basic deep neural 

network is shown in Figure 1. 

 

 
 

Figure 1. Basic deep neural network 

 

3.2 Methodology 

 

A pre-trained model contains Convolutional layers and fully 

connected layers. Image features are extracted in Convolution 

layer and classifying those features extracted images is done 

in fully connected layers. 

When we train a CNN on image data, it is seen that top 

layers of the network learn to extract general features from 

images such as edges, distribution of colors, etc. As we keep 

going deep in the network, the layers tend to extract more 

specific features. 

Now, we can use these pre-trained models which already 

know how to extract features and avoid the training from 

scratch. This concept is known as Transfer learning. The 

following figure is taken from towards data science website. 

 

 
 

Figure 2. (a). Basic structure of pre-trained model; (b). 

Modified pre-trained model 

 

From the above, Figure 2 (a) represents the basic pre-trained 

model which undergoes Convolution, ReLu, Pooling and 

Fully Connected layers for classifying the images. Whereas, 

Figure 2 (b) represents the modified pre-trained model. In 

Figure 2 (a) all layers are frozen whereas in Figure 2 (b) the 

layers upto FC1 are frozen and last layer is modified with 

FC_T1 and FC_T2. FC_T1 and FC_T2 are nothing but Fully 

Connected layers which are our own fully connected layers 

that are added in the place of FC2 for task-specific 

classification. Weights of the pre-trained model are used as 

feature extractor. While training the weights are not updated 

as they are frozen. Compared to Figure 2 (a) the computational 

time of Figure 2 (b) is less because training a neural network 

takes more time than compared to a pre-trained model. Pre-

trained models are already trained on some sort of data by 

which the process will not begin from scratch. FC_T1 and 

FC_T2 are our own predicting layers on which the pre-trained 

model will work further and process the output. By this model, 

there will be less usage of time and result will be gained 

accurately. 

This architecture is implemented on three different pre-

trained models like ResNet50, VGG-16 and VGG-19. 

 

3.2.1 VGG-19 

VGG represents visual Geometry Group. VGG-19 is a 

convolutional system in which millions of images will be 

processed and it has the capability to identify the class of the 

image to which it belongs. It consists of 19 layers. This model 

is processed on DISASTER dataset which consists of 2423 

images in which training set contains 1938 images and testing 

set contains 485 images. These images will undergo the first 

basic step called convolution. In this the features are extracted 

from the input image which is termed as filter. This filter is 

scrolled all over the image and the dot product operation is 

performed. The result is stored in a feature map. Later this is 

forwarded to ReLu layer which is an activation function, in 

which the negative values are replaced by zero and the positive 

values remain same. Later in pooling layer, there are three 

types of pooling: Min. Pooling, Max. Pooling and Avg. 

Pooling. To perform any of these pooling techniques first a 

stride is selected. Next, this stride will be scrolled all over the 

filtered image. If Max. Pooling is being performed the Max. 

Value will be selected and placed in the feature map.  Pooling 

is done to reduce the size of the image. Next, flattening of the 

image will be done. Here, the data is converted into one-

dimensional array and then a dropout of (0.5) is done by which 

accuracy increases and loss decreases. Dropout is used to 

ignore the neurons which are of no use. This is performed to 

overcome the over fitting of neural networks. Later this result 

will be forwarded to fully connected layer where classification 

of the image is done and the output is produced. 

The same procedure is done with the remaining two models 

VGG-16 and ResNet50. 

 

 

4. EXPERIMENTAL RESULTS AND ITS ANALYSIS  

 

The network was pre-trained on the Natural Disaster dataset 

which is available from pyimage search sources which 

contains four classes namely earthquake, flood, cyclone and 

wildfire. In this paper we took two classes i.e. earthquake and 

flood, it consists of 2423 images for classification out of which 

1073 images belong to Flood and 1350 images belong to 

Earthquake. Here the training set consists of 1938 images and 

testing set consists of 485 images. This network was 

implemented by Anaconda framework. The inputs of the 

network are the disaster images and the output indicate the 

category of the input image. We processed our dataset on other 

pre-trained models like VGG-16, VGG-19 and ResNet50 for 

comparing the accuracy among them as shown in the Table 1. 
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4.1 Performance evaluation 

 

TP = True Positive 

FN = False Negative 

TN = True Negative 

FP = False Positive 

Accuracy test is used to differentiate the proportions of the 

affected cases and the un-affected cases in all cases. 

 

Accuracy =
TP + TN

TP + TN + FP + FN
 (1) 

 

Table 1. Accuracy of pre-trained models 

 
Model Accuracy 

VGG-19 94.22% 

VGG-16 93.81% 

RESNET50 93.57% 

 

4.2 Results and discussions 

 

As dataset is tested on different pre-trained models, we get 

different accuracies. Now, Let’s have a brief description about 

the dataset accuracy which we had processed on pre-trained 

models. 

 

4.2.1 VGG-19 

When we processed our dataset on VGG-19, we got an 

accuracy of 94.22%. This model consists of 19 layers (16 

convolution layers followed by Max. Pool and 3 fully 

connected layers) and finally a softmax classifier. As our 

model contains only flood and earthquake class categories, 

modification of the pre-trained model is done by adding own 

predictive layers in place of softmax classifier as we require 

only 2 class classification. This model has an input size of 

224×224. Here we had taken 2423 images of DISASTER 

dataset, in which training set contains 1938 images and testing 

set contains 485 images. Adam optimizer is used for 

computing the learning rates. Here we had taken 5 epochs to 

classify the images and run the process on a single CPU system.  

Training loss is the error on training data and validation loss 

is the error that occurred after running the neural network. As 

training loss is lower than validation loss to overcome 

overfitting problem a dropout of 0.5 is taken as shown in 

Figure 3. 

 

 
 

Figure 3. train_loss vs val_loss 

 

 
 

Figure 4. train_acc vs val_acc 

 

Table 2. Accuracy levels of VGG-19 for flood and 

earthquake 

 
 Precision Recall F1-score Support 

Flood 0.92 0.95 0.94 218 

Earthquake 0.96 0.94 0.95 267 

Accuracy  0.94 485 

macro avg 0.94 0.94 0.94 485 

weighted avg 0.94 0.94 0.94 485 

 

Training accuracy is the accuracy we gain when the model 

is trained on the training data and validation accuracy is the 

accuracy we gain after validating the neural network as shown 

in Figure 4 above. 

Here, precision means the correct positive values divided 

with all positive values given by the classifier. Recall means 

the correct positive values divided with all the relevant 

positive samples. F1-score means test’s accuracy which 

consider both precision and recall. Support means number of 

positive samples lie in that class as shown in Table 2. 

 

 
 

Figure 5. VGG-19 confusion matrix 

 

Confusion matrix is used to describe the performance of the 

classification model as shown in Figure 5. 

 

4.2.2 VGG-16 

When we processed our dataset on VGG-16, we got an 
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accuracy of 93.81%, this model is also referred as OxfordNet 

and consists of 16 layers (12 convolution layers followed by 

Max. Pooling layers and 4 fully connected layers) and finally 

1000-way softmax classifier. But as our model contains only 

flood and earthquake class categories, modification of the pre-

trained model is done by adding own predictive layers in place 

of the 1000-way softmax classifier as we require only 2 class 

classification. This model has an input size of 224×224. Here 

we had taken 2423 images of DISASTER dataset, in which 

training set contains 1938 images and testing set contains 485 

images. Adam optimizer is used for computing the learning 

rates. Here we had taken 5 epochs to classify the images and 

run the process on a single CPU system. Like VGG-19, model 

VGG-16 generates the loss between training and testing as 

shown in Figure 6, accuracy between training and testing as 

shown in Figure 7, different measurement metrics as shown in 

Table 3 and confusion matrix shown in Figure 8. 

 

 
 

Figure 6. train_loss vs val_loss 
 

 
 

Figure 7. train_acc vs val_acc 
 

Table 3. Accuracy levels of VGG-16 for flood and 

earthquake 

 
 Precision Recall F1-score Support 

Flood 0.93 0.93 0.93 218 

Earthquake 0.94 0.94 0.94 267 

Accuracy  0.94 485 

macro avg 0.94 0.94 0.94 485 

weighted avg 0.94 0.94 0.94 485 

 
 

Figure 8. VGG-16 confusion matrix 
 

4.2.3 ResNet50 

When we processed our dataset on ResNet50, we got an 

accuracy of 93.57%. It consists of 50 layers (48 convolution 

layers, 1 Max. Pool layer and 1 Avg. Pool layer). As our model 

contains only flood and earthquake class categories, 

modification of the pre-trained model is done by adding own 

predictive layers in place of softmax classifier as we require 

only 2 class classification. This model has an input size of 

224×224. Here we had taken 2423 images of DISASTER 

dataset, in which training set contains 1938 images and testing 

set contains 485 images. Adam optimizer is used for 

computing the learning rates. Here we had taken 5 epochs to 

classify the images and run the process on a single CPU system. 

Like VGG-19, model ResNet50 generates the loss between 

training and testing as shown in Figure 9, accuracy between 

training and testing as shown in Figure 10, different 

measurement metrics as shown in Table 4 and confusion 

matrix shown in Figure 11. 
 

 
 

Figure 9. train_loss vs val_loss 
 

Table 4. Accuracy levels of RESNET50 for flood and 

earthquake 
 

 Precision Recall F1-score Support 

Flood 0.96 0.90 0.93 218 

Earthquake 0.92 0.97 0.94 267 

Accuracy  0.94 485 

macro avg 0.94 0.93 0.94 485 

weighted avg 0.94 0.94 0.94 485 
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Figure 10. train_acc vs val_acc 

 

 
 

Figure 11. ResNet50 Confusion matrix 

 

As we trained the dataset on different pre-trained models, 

the main aim of this study is to identify the disaster images 

accurately by which it will be helpful for disaster management 

sources. Based on all the models performance VGG-19 gets 

highest accuracy compared to other models. The advantage of 

VGG-19 is it takes a very less time for computation when 

compared to VGG-16 and ResNet50. As the accuracies of 

three models are very close but the computational time is 

different and among these three models VGG-19 takes very 

less time and gets an accuracy of 94.22%. 

 

 

5. CONCLUSION 

 

As one cannot stop the occurrence of Natural Disasters, but 

as the disaster takes place there will a huge loss in human life. 

A disaster management will help in recovery, but as manual 

identification of large amount of data is not possible, in this 

study with the help of CNN along with pre-trained models the 

data is identified. Here, data is processed on three different 

pre-trained models among which VGG-19 gets highest 

accuracy of 94.22% compared to other models. In this study 

DISASTER dataset contains only Earthquake and flood 

images. The main advantage of using this model is large 

amount of data can be processed within a less span of time as 

pre-trained models was used in this study. Objects can be 

identified accurately and easily by which there will be no 

wastage of time. In future, we will run our model on different 

dataset and different images which contains thousands of 

images to improve the accuracy. 
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