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 In today's fast, agile, complex and interconnected business world, one of the main goals 

and concerns is to find an efficient and effective way of managing information security 

risks. So, one of the means is usage of multicriteria decision-making techniques for such 

purposes. The vast majority of research begins with some form of literature review. Thus, 

the review of the literature must be done thoroughly and impartially in order to obtain 

certain scientific value. This paper provides a systematic literature review (SLR) of 

relevant and recent literature from both research domains, namely information security 

risk management and multicriteria decision-making, identifying the standards, methods, 

techniques and tools that are considered to be the most relevant in the research areas 

observed. The main purpose of the paper is to discover complementary ISRA and MCDM 

methods that could be used as a basis to create a new hybrid model for more efficient 

evaluation of critical IT solutions. The related context, main goals, review methods, 

relevant results of each research phase along with the findings, papers' analysis, 

recommendations and conclusions are all given in this review article in order to fully 

comply with the SLR requirements.  
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1. INTRODUCTION 

 

Risks have different dimensions and effects with the ability 

to occur at different levels and require their own specific 

preventative measures at any level [1]. Today, there is no 

organization that is not facing with certain security threats (e.g. 

malware, ransomware, phishing, eavesdropping, 

impersonating, denial of service, etc.) and consequently 

related risks to their information systems. Among the most 

significant risks to which all the organizations today are 

exposed to are IT operational risks arising from inadequately 

established internal processes, people and systems, or from 

negative external events, such as natural disasters or computer 

attacks on resources [2]. Thus, the risk management is 

recognized as a key component of managing IT security risks 

[3]. There are many various definitions of risk set by different 

international organizations and standards, i.e. ISO/IEC 27005 

[4], ISO Guide 73:2009 [5], COSO [6] or NIST SP 800-30 [7]. 

The focus in this paper is actually on the risk assessment which 

is the process of identifying, estimating, and prioritizing 

information security risks. Assessing risk requires very careful 

analysis of threat and vulnerability information to determine 

the extent to which circumstances or events could adversely 

impact an organization and the likelihood that such 

circumstances or events will occur [7]. Risk assessment is 

considered to be the most important and critical ISMS 

(Information Security Management System) planning phase in 

the risk management process itself [8], which ensures that 

risks are within acceptable limits given the level of risk 

appetite defined by senior management. The first step in the 

process of conducting an information security risk assessment 

(ISRA) is to clearly define and understand the approach that 

will be used in the process itself, and there are two possible 

approaches: qualitative and quantitative [9]. 

Quantitative risk analysis is used to assign monetary and 

numerical values to all elements of the risk analysis process. 

All elements within the analysis were quantified and entered 

into the equation to determine the total and residual risk. Since 

this type of risk assessment is very complex, time consuming, 

expensive and overall difficult to conduct entirely, it's rarely 

used in practice as a standalone approach, but it's usually 

combined with qualitative approach. On the other hand, 

qualitative risk analysis is based on the subjective judgments 

of information security risk assessment team members to 

determine the overall risk to information system. Qualitative 

methods go through different scenarios for risk probabilities 

and threat severity rankings and for evaluation of possible 

countermeasures. Qualitative assessment methods include 

judgments, best practice, intuition, and the experience of the 

assessor. In qualitative risk analysis, there are no numerical 

values, but the risk is ranked on a hierarchical scale, e.g. 

Critical, High, Medium and Low. One of the fundamental 

ways to adequately manage information security risks lies in 

choosing the appropriate method for this purpose. Not all risk 

analysis and risk assessment methods are suitable for all the 

purposes and all the cases. So, in this survey, the focus is on 

the application of qualitative risk assessment methods. 

The main objective of information security and all business 

decision makers is to protect the organization itself and the 

ability to protect the associated IT assets, as well as to ensure 

the confidentiality, integrity and availability of information 

and information systems that receive, process, store and 
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distribute such information, and securing the organization's 

resources [10]. The complexity of the decision-making 

process depends on the complexity of the problem defined. 

Deciding on the level of risk to an information system and 

selecting appropriate security countermeasures or IT solutions 

is usually a very complex and demanding process due to 

insufficient amount of information and resources along with 

time constraints in organizations. That’s why this process can 

be considered as a multicriteria decision-making (MCDM) 

problem. 

This paper provides a Systematic Literature Review (SLR) 

of relevant and recent literature on the usage of information 

security risk management (ISRM) and multicriteria decision-

making fields, identifying the standards, methods, techniques 

and tools that are considered to be the most relevant in the 

research areas observed. The paper is organized according to 

SLR Guidelines [11] where detailed context and objectives are 

given in Introduction and Background chapters respectively, 

review methods are described in Methodology section, then 

the results with details of all research phases and relevant 

findings are in Results section. Analysis of papers along with 

discussion and recommendations are provided in Analysis and 

discussion section. At the end, the conclusion along with 

identified open issues and certain plan for the future research 

in observed domains is also provided. 

 

 

2. BACKGROUND 

 

The main objective of this paper is to systematically select 

and review published literature on ISRA and MCDM fields, 

and present an overview of the existing and possible further 

approaches, particularly when combining risk assessment 

methods along with MCDM techniques in order to make 

certain evaluations of IT security risks and eventually critical 

IT solutions by using ISRA elements as evaluation criteria. 

 

2.1 ISRA methods 

 

One of the most important conducted researches of relevant 

ISRA standards, methods and tools, was ENISA (European 

Network and Information Security Agency) survey as it 

provided a precious documentation [12, 13] of previously 

known methods and standards for managing and assessing 

information security risks. ENISA survey has been also used 

as a starting point for research on ISRA methods in some other 

studies [14, 15] and can be considered as a relevant source. 

The purpose of ENISA's research was to identify outstanding 

issues in the field of information security risk management and 

to provide a roadmap for addressing further outstanding issues 

at European level. Also, it should be added that the ENISA 

public web site offers the possibility of comparing many ISRA 

/ ISRM standards, methods and tools [16] with one another 

according to certain common criteria and characteristics, 

which can, in a very simple and effective way, identify the 

advantages and disadvantages of each. So, every organization 

can choose the method that best suits its needs and business 

goals. The ENISA repository thus represents the most 

important reference point in the analysis of ISRA methods. 

Anyhow, certain drawback of ENISA repository is that it’s not 

updated with the most recent ISRA standards, methods and 

tools. ENISA is European Union agency for cybersecurity that 

was established in 2004. The Agency works closely together 

with the EU Members States and other stakeholders to deliver 

advice and solutions as well as improving their cybersecurity 

capabilities, e.g. to support a response to large-scale cyber 

incidents that take place across borders in cases where two or 

more EU Member States have been affected. ENISA 

counterpart in the U.S. would be CISA (Cybersecurity and 

Infrastructure Security Agency) within the Department of 

Homeland Security. CISA builds the national capacity to 

defend against cyber attacks and works with the federal 

government to provide cybersecurity tools, incident response 

services and assessment capabilities to safeguard the ‘.gov’ 

networks that support the essential operations of partner 

departments and agencies [17]. 

Other relevant sources of knowledge on the application of 

ISRA methods, which are also based on a systematic review 

of the literature, include the following studies: 

• Taxonomy of information security risk assessment 

(ISRA) [18]: A taxonomy has been created for 

information security risk assessment from as many as 

125 papers published from 1995 till May 2014. ISRA 

methods are divided into professional organizations on 

the one hand and research projects on the other. 

• A Systematic Review of Information Security Risk 

Assessment [19]: A systematic review of the literature 

was made with 80 papers found on the topic of 

information security risk in the period 2004-2014. The 

classification of the works themselves and the ISRA 

methods was done. 

• Risk Management in Information Security: A 

Systematic Review [20]: A systematic review of the 

main bibliographic databases was conducted with the 

main research question set What are the methodologies 

and methods to manage RIS (Risks of Information 

Security)? 

 

2.2 MCDM methods 

 

Techniques for supporting in decision-making process can 

be identified from 3 perspectives [21]: 

1. Multicriteria Decision Making, MCDM 

2. Mathematical Programming, MP 

3. Artificial Intelligence, AI. 

 

From a systematic review of literature on the application of 

decision-making techniques, and considering the purpose of 

this scientific survey, only MCDM techniques will be 

considered that can be classified into 4 following categories 

[21]: 

1. Multi-attribute utility methods (MAUT), e.g. AHP and 

ANP 

2. Outranking methods, e.g. ELECTRE, PROMETHEE 

and QUALIFLEX [22] 

3. Compromise methods, e.g. TOPSIS and VIKOR 

4. Other MCDM methods, e.g. SMART [23], DEMATEL 

and SAW [24]. 

 

A short description of the most significant MCDM methods 

follows: 

The most well-known MAUT method is the Analytic 

Hierarchy Process (AHP). In the AHP the decision-making 

problem is decomposed into a hierarchy. At the top of the 

hierarchy is the decision-making goal. The criteria are on the 

next level and can be decomposed into the sub-criteria. On the 

last level are the alternatives. By using pairwise comparisons 

and judgments of decision maker(s), local priorities of 
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alternatives as well as criteria weights are calculated. Then, it 

is possible to calculate the total priorities of alternatives and 

make decision [25]. In the decision-making problem field, if 

influences/dependencies exist between criteria, using the 

Analytic Network Process (ANP) is more appropriate. The 

decision-making problems in the ANP are modeled as 

networks, not as hierarchies as with the AHP. The ANP is a 

generalization of the AHP. The basic elements in the hierarchy 

and network are clusters, nodes and dependencies (arcs). By 

using the ANP, we can model the dependencies and feedback 

between the decision-making elements [26], and calculate 

more precise weights of the criteria as well as the local and 

global priorities of alternatives. 

ELECTRE is an outranking method developed to choose the 

best action from a given set of actions. It was applied to three 

main problems: choosing, ranking and sorting. There are two 

main parts to an ELECTRE application: first, the construction 

of one or several outranking relations, which aims at 

comparing in a comprehensive way each pair of actions; 

second, an exploitation procedure that elaborates on the 

recommendations obtained in the first phase. The nature of the 

recommendation depends on the problem being addressed: 

choosing, ranking or sorting. Usually ELECTRE is used to 

discard some alternatives to the problem, which are 

unacceptable [27]. 

PROMETHEE method is most useful where groups of 

people are working on complex problems, with several multi-

criteria, involving a lot of human perceptions and judgments, 

whose decisions have long-term impact. It provides the 

decision maker with both complete and partial rankings of the 

actions [28]. 

TOPSIS (Technique for Order of Preference by Similarity 

to Ideal Solution) is based on the concept that the chosen 

alternative should have the shortest geometric distance from 

the positive ideal solution and the longest geometric distance 

from the negative ideal solution [29]. 

VIKOR method is developed to solve decision problems 

with conflicting and non-commensurable criteria, assuming 

that compromise is acceptable for conflict resolution, the 

decision maker wants a solution that is the closest to the ideal, 

and the alternatives are evaluated according to all established 

criteria. VIKOR ranks alternatives and determines the solution 

named compromise that is the closest to the ideal [30]. 

DEMATEL is widely accepted as one of the best methods 

for modeling influences between components. In the decision-

making field, it is used to form and then analyze relationships 

between criteria [31]. 

There are indeed numerous books and other relevant 

sources on MCDM methods and techniques, and at least the 

following are examined to get the basic knowledge and 

references on it for the purpose of this survey: 

 

• Application of decision-making techniques in supplier 

selection: A systematic review of literature [21]: This 

scientific research paper provides a systematic 

overview of decision making support techniques and 

proposes their classification. 

• Mathematical foundations of the methods for 

multicriterial decision making [32]: This scientific 

paper describes the mathematical foundations for some 

of the most significant methods for multicriteria 

decision making, i.e. AHP, ELECTRE, PROMETHEE 

and TOPSIS methods. 

• Multiple Attribute Decision Making: Methods and 

Applications [33]: In this book, the authors explain in 

detail the issues of multicriteria decision-making as 

well as the most important methods and their 

applications. 

• Multi-criteria Decision Analysis: Methods and 

Software [34]: The book describes decision problems 

along with structured MCDA methods in relation to the 

problem domain (choice, ranking, sorting and 

description problems). Also, some specialized software 

solutions were presented to support multicriteria 

decision-making. 

 

Both of the research domains, ISRA and MCDM, are very 

attractive for today’s researchers and since the ultimate goal of 

this research is to find relevant scientific articles where certain 

MCDM methods are applied for the purpose of IT security risk 

assessment and analysis, thus in the following sections the 

methods used, results obtained, along with the necessary paper 

analysis and conclusions will be presented. 

 

 

3. METHODOLOGY 

 

In this research, the literature review from scientific 

bibliographic databases was approached by applying 

guidelines for systematic literature review (SLR) in software 

engineering proposed by authors B. Kitchenham and S. 

Charters [11]. SLR is a formalized and repeatable process for 

documenting relevant knowledge in a particular research area. 

It’s actually a form of secondary study that uses a well-defined 

methodology to identify, analyze and interpret all available 

evidences related to a specific research question in a way that 

is unbiased and (to a degree) repeatable. SLR review methods 

of data sources and search strategy, study selection and study 

quality assessment are given in this chapter. 

The main objective of this research is to find out what ISRA 

and MCDM methods and techniques are used together to 

evaluate and rank security risks to information systems. 

The systematic review of the literature was done in 3 

consecutive phases: 

1. An overview on the application of the most significant 

ISRA / ISRM methods and standards 

2. An overview on the application of the most important 

MCDM methods and techniques 

3. The literature review on the application of MCDM 

methods in the area of IT security risks. 

 

The SLR process started by identifying the relevant research 

question for each of the phases (defined and described in 

section 4. Results). The decision was that our research should 

be focused on scientific databases rather than specific books 

or journals. The following electronic databases were selected 

for this review: 

 

• Web of Science Core Collection, 

https://www.webofknowledge.com/ 

o Search categories: 

▪ Phase 1: Computer Science, Information 

Systems, and Telecommunications 

▪ Phase 2: Operations Research, Applied 

Mathematics and Management 

▪ Phase 3: Operations Research, Applied 

Mathematics, Management, Computer Science 

and Telecommunications 
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o Document types: Article, Proceedings paper 

o Limitation: first 10 pages of results (10 results per 

page) 

o Sort: by relevance 

 

• IEEE Xplore Digital Library, https://ieeexplore.ieee.org/ 

o Content types: Conferences, Journals 

o Limitation: first 4 pages of results (25 results per 

page) 

o Sort: by relevance 

 

• ScienceDirect, https://www.sciencedirect.com/ 

o Article type: Research articles 

o Limitation: first 4 pages of results (25 results per 

page) 

o Sort: by relevance 

 

• Google Scholar, https://scholar.google.com/ 

o Limitation: first 10 pages of results (10 results per 

page) 

o Sort: by relevance 

 

• SpringerLink, https://link.springer.com/ 

o Content types: Conference paper, Article 

o Discipline: Computer Science 

o Limitation: first 5 pages of results (20 results per 

page) 

o Sort: by relevance. 

 

These citation databases were chosen because of their 

provision of important and high impact full text journals and 

conference proceedings. The selected scientific databases 

have very good coverage of papers related to ISRA and 

MCDM topics. 

In order to find all relevant studies from citation databases, 

the inclusion and exclusion criteria were set up: 

• Papers written only in English and published in a 

scientific journal or presented at a scientific conference 

(proceedings) are included 

• Papers need to relate to a research questions regarding 

the evaluation and application of ISRA and MCDM 

methods 

• Book chapters, encyclopedias, patents, news, 

discussions, briefs, software publications, videos, and 

other types of non-relevant articles are excluded 

• Emphasis is placed on primary research papers and 

therefore other review papers are excluded 

• Duplicate papers found in more than one citation 

database were counted only once when calculating the 

occurrence or representation of an ISRA and/or 

MCDM method/standard/technique 

• Papers not explicitly related to the topic of analysis, 

assessment and treatment of information security risks, 

and in which some of the ISRA and/or MCDM methods 

have not been analyzed or applied, are excluded 

• Papers found with Notice of Retraction indication have 

not been reviewed, i.e. these are excluded due to 

unknown reasons for the retraction 

• Critical criterion for inclusion in statistics: the analysis 

of the ISRA and MCDM method/standard itself and/or 

its application in the reviewed scientific work or 

research was mandatory, not just referencing in the text 

to some ISRA or MCDM method/standard 

• Timeframe for papers publication: 

o Phase 1 and phase 2: 2006 – 2018 

o Phase 3: 2012 – 2018. The reason to shorten the 

time period of published articles is to find only the 

most recent papers where MCDM methods are 

applied for the purposes of information security 

risk assessment and analysis. 

• In order for a particular paper related to ISRA and 

MCDM to be selected, it must satisfy all of the 

inclusion and exclusion criteria specified. 

 

The following search queries with Boolean operators (AND, 

OR) were used for each of the survey phase: 

 

Phase 1: 

("Information Security Risk") AND ("Management" OR 

"Assessment" OR "Analysis") AND ("Standards" OR 

"Methods" OR "Methodology" OR "List" OR "Comparisons") 

 

Phase 2: 

("Multiple-criteria") AND ("Decision") AND ("Making" 

OR "Method" OR "Technique" OR "Analysis" OR 

"Comparison") 

Phase 3: it’s based on the outcome of phase 1 and phase 2, 

the adequate search query will be created (it’s provided in 

phase 3 part of the Results section). 

 

One of the difficulties in this research on the application of 

ISRA and MCDM methods we faced was the necessity to 

check entirely and in details the vast majority of the papers 

found in citation databases search in order to be able to make 

relevant statistics and conclusions. Thus, all the papers found 

in a survey had to be analyzed in details, since the basic 

overview of the title, abstract, keywords and conclusions in 

most of the papers were not sufficient enough to find out what 

all the ISRA and MCDM methods, techniques, standards and 

tools were actually used and analyzed in a single article. To 

perform such labor intensive activities, a lot of time and 

resources were required. 

The major disadvantage of SLR is that it requires 

considerably more effort than traditional literature reviews. 

The limitation of the chosen SLR methodology lies in its rigor. 

Some of the promising researches were not selected in the final 

statistics and review analysis because all the rigorous defined 

criteria were not completely satisfied. Also, the additional 

limitations of the SLR guidelines is that the impact of the 

research questions on the review procedures in not considered, 

nor the mechanisms needed to perform meta-analysis are 

specified in detail. According to the analysis of the SLR 

methodology in software engineering provided in the paper 

[35], SLR is useful and could be used to decrease the biases 

and to increase the review quality. Also, it's important that the 

scope of the review should be limited by choosing clear and 

narrow research questions. The SLR methodology can be 

considered as a standard for conducting the literature review 

in the field of information sciences, and thus was chosen for 

this research. 

 

 

4. RESULTS 

 

In this section, SLR Guidelines [11] were followed by 

clearly indicating review questions in each phase of the 

research, along with review methods of data extraction and 
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data synthesis, and finally the necessary results' findings and 

related description details with graphs are provided. 

 

4.1 Phase 1: An overview of ISRA methods 

 

The Phase1 actually has the aim to show the application of 

ISRA methods and standards in scientific researches, not just 

practical use in the IT / IT Security industry. The research 

question based on the defined main objective of this research 

and related to the literature review for ISRA / ISRM standards 

and methods is the following: 

• Which methods, standards, and tools for analyzing and 

assessing information security risks are the most 

significant, or most commonly evaluated and applied in 

practice and used in scientific research? 

 

Thus, for this Phase 1, the research was approached as 

follows: 

1. An overview of the most important industry standards 

and methods in the field of information security risk 

management. 

2. An overview of scientific literature from relevant 

databases on the topic of information security risk 

assessment and risk management. 

 

The first point has been already addressed by examining 

ENISA survey and was followed by the systematic survey of 

ISRA methods, standards and techniques. The survey found 

that there is currently an extremely large number of methods, 

techniques and tools and a relatively small number of industry 

standards for information security risk analysis, assessment 

and management. In papers where multiple ISRA methods 

were analyzed or used (which was actually the most common 

case), the incidence was reported and counted separately for 

each method. Thus, given the defined search strategy and the 

parameters for inclusion and exclusion, a total number of 91 

relevant papers were found on the topic of information security 

risk analysis, assessment and management. 

The survey discovered that the international industry 

standard ISO/IEC 27005 (with different release years) was 

dominantly analyzed and used for the purposes of information 

security risk analysis, assessment, treatment and management. 

It should be also noted that papers referencing the ISO/IEC 

27001 standard in the context of the risk analysis and risk 

assessment method were not considered for counting the 

occurrence of this standard, since ISO/IEC 27001 is 

nevertheless primarily used to build an information security 

management system (ISMS), while an ISO/IEC 27005 

standard from the ISO 2700x series is specifically designed for 

analyzing, assessing, treatment and managing information 

security risks. Also, in some older scientific papers analyzing 

or referencing the ISO/IEC 13335-1 standard from 2004, the 

incidence was anyhow counted for ISO/IEC 27005, since 

ISO/IEC 13335-1 was replaced by the aforementioned newer 

standard from the series ISO 2700x. 

Apart from the listed information security risk analysis 

standards and methods in Table 1, the search found also some 

other ISRA methods that were explored in certain papers, but 

with little lower frequency of use, e.g. OWASP Risk Rating 

Methodology, FRAP, CobIT 5 for Risk, FAIR, FMEA, TARA, 

MITRE, Microsoft Security Risk Management Guide, etc. 

These mentioned ISRA methods are also very appreciated and 

valuable in information security world. 

 

Table 1. Frequency of use of ISRA standards and methods 

 
ISRA / ISRM 

standard or method 

Frequency of ISRA / ISRM 

analysis and applications in papers 

ISO 27005 54 

OCTAVE 44 

NIST SP 800-30 36 

CORAS 28 

CRAMM 27 

ISO/IEC 31010:2009 17 

MEHARI 12 

AS/NZS 4360 11 

EBIOS 11 

MAGERIT 11 

BSI IT-Grundschutz 10 

 

4.2 Phase 2: An overview of MCDM methods 

 

The research question based on the defined main objective 

of this survey and related to the literature review for MCDM 

techniques is the following: 

• Which methods, techniques and tools for multicriteria 

decision-making problems are the most commonly 

evaluated and applied in scientific research? 

 

For the Phase 2, the MCDM methods were surveyed for the 

most common disciplines related to the application of 

MCDMs itself (i.e. Operations Research, Applied 

Mathematics and Management) in the most prominent 

electronic citation databases that were available to the authors 

during the research. 

The literature survey showed, as indicated in Table 2, that 

there is a significant number of methods, techniques and tools 

used to solve multicriteria decision-making problems, with the 

predominant use of AHP and TOPSIS methods (and their 

fuzzy variants) being almost equally represented. 

In calculating the incidence of analysis and application of a 

MCDM technique in scientific papers, the same principle was 

used as when survey of ISRA methods was conducted. So, the 

main criterion when reviewing statistics for inclusion was 

whether any MCDM method or technique was merely 

referenced in the text or literature, or the same technique has 

really been analyzed and applied as a tool to solve a particular 

problem of multicriteria decision-making. Papers in which 

some MCDM technique was only referenced or mentioned in 

the literature review, but without analysis or concrete 

application of the same MCDM technique, were not included 

in this statistic of the calculated papers. 

 

Table 2. Frequency of use of MCDM methods 

 

MCDM methods and 

techniques 

Frequency of MCDM analysis and 

applications in papers 

TOPSIS 71 

AHP 70 

PROMETHEE 30 

ELECTRE 29 

VIKOR 26 

ANP 17 

SAW 12 

DEMATEL 10 

QUALIFLEX 9 

SMART 5 
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Thus, given the defined parameters of inclusion and 

exclusion of the papers and the search strategy, a total number 

of 140 relevant papers from citation databases were found 

related to the problem of multicriteria decision-making on a 

relatively small sample. It is also important to note that when 

subcategories emerged for certain MCDM techniques used in 

some studies, the occurrence was counted for the main 

technique within the observed MCDM family. For example, 

fuzzy AHP and fuzzy TOPSIS techniques, fuzzy extended 

AHP technique (FEAHP) and fuzzy ELECTRE and fuzzy 

PROMETHEE versions did not have separate statistics, but 

such techniques were grouped according to the parent family 

of a particular MCDM technique. This is done just to simplify 

the presentation of results. 

This survey found that also some other MCDM techniques 

were examined and applied in certain papers, but with very 

low representation, such as aggregation methods (ARAS, 

WASPAS, SWARA, MOORA, MULTIMOORA and 

COPRAS), Social Choice, GAIA elimination method 

(Geometric Analysis for Interactive Aid), and MACBETH and 

LINMAP as methods for multi-attribute group decision-

making. 

 

4.3 Phase 3: An application of MCDM methods in 

information security risk assessment field 

 

The third phase of this literature survey is actually the most 

important because it integrates the findings from the previous 

two phases to provide a cross-section of mutual applications 

of ISRA and MCDM standards, methods and techniques. At 

this stage of the literature survey, the goal to obtain a cross-

section of research areas, that is, to see how the most important 

multicriteria decision-making methods and techniques are 

used for the purposes of analysis, assessment, treatment and 

general management of information security risks. 

The research question based on the defined main objective 

of this survey and related to the literature review for cross-

section of the application of ISRA and MCDM methods is the 

following: 

• Which methods, techniques and tools for multicriteria 

decision-making problems are the most commonly 

evaluated and applied in scientific researches for the 

purpose of risk assessment and management? 

 

The following search query with Boolean operators (AND, 

OR) was used in order to search index citation databases: 

("Information" OR "Security") AND ("Risk Management" 

OR "Risk Assessment") AND ("AHP" OR "ANP" OR 

"TOPSIS" OR "VIKOR" OR "ELECTRE" OR 

"PROMETHEE") 

It’s also important to add as when searching ScienceDirect 

citation database with the above mentioned search query, then 

search engine limitation occurred with the following 

indication: Search does not support more than 8 Boolean 

connectors per field. But anyhow it did not affect the results of 

the survey, and it was assured by conducting simple tests by 

removing one of the OR operators from the search query. 

For this third survey phase, ACM Digital Library citation 

database was additionally included in order to make the 

research more comprehensive and accurate. Only 2 relevant 

papers were found in ACM Digital Library [36, 37]. 

 

 

4.4 Findings 

 

A review of the literature shows as there is indeed a 

significant application of relevant MCDM methods and 

techniques in the context of risk assessment for various social, 

engineering or medical fields. E.g., risks of software projects, 

selection of cloud services, customer relationship management, 

construction projects, selection of various suppliers, then risks 

of rail, maritime and transport systems, security of the water 

supply system, nuclear power plants, health systems, 

outsourcing of e-procurement services, credit risks, etc. But, a 

relatively smaller number of relevant works were found that 

relate specifically to the analysis and assessment of 

information security risks by using MCDM techniques in 

combination with some ISRA method or ISRA elements. 

Figure 1 shows that the predominantly used MCDM 

technique for the purposes of IT security risk analysis is the 

AHP, which is attributable to the relative ease of application 

of the AHP itself and its great popularity among researchers. 

The search found a total number of 65 relevant papers 

published at conferences or scientific journals that meet the 

search criteria and answer the research question. The complete 

list of all selected studies is [1, 36-99]. Of those 65 papers, 27 

papers were published in scientific journals and 38 works are 

presented in conference proceedings. 

The inclusion criteria for the papers’ selection and analysis 

were impact factors of the prominent journals (e.g. Expert 

Systems with Applications, Computers & Security, etc.) and 

database citations, along with the necessary relevancy to the 

topic of application of MCDM in the information security risk 

assessment field. 

In Figure 2, there can be seen the trends of publishing 

relevant papers related to mutual inclusion of both observed 

domains. More than 60 papers selected for this SLR with very 

rigorous criteria defined show certain popularity of the 

application of MCDM for the purposes of information security 

risk analysis with the prediction of further growth in research. 

 

 
 

Figure 1. Application of MCDM techniques for the purpose 

of analyzing and assessing risks to an information system 

 

 
 

Figure 2. Number of selected studies per year 
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5. ANALYSIS AND DISCUSSION 

 

In this section, according to the SLR Guidelines, we will 

present the analysis of the results, i.e. primary studies, and 

discussions with related strengths and weaknesses of the 

survey, meanings of findings (for planned further research) 

and structured recommendations for the usage of MCDM 

methods in the field of information security risk management. 

 

5.1 Analysis of papers 

 

Below, the most important papers identified through the 

research of the relevant literature will be presented and briefly 

analyzed where the application of MCDM methods for the 

purpose of information security risk assessment has been 

observed. In the following analysis, the most important works 

are grouped and analyzed by specific thematic units, e.g. 

standard risk assessment factors, BCM, cloud security, critical 

systems, security incidents, etc. 

The newly proposed models are created for dealing with 

security controls: 

According to the study [38], a hybrid procedure is proposed 

for more efficient evaluation of the level of risk to information 

systems, taking into account the interrelated interdependencies 

between security controls combining the DEMATEL 

technique and the ANP. Yang et al. [39] propose a hybrid 

ISRCAM model (Information Security Risk-Control 

Assessment Model) that combines as many as 3 MCDM 

techniques (VIKOR, ANP and DEMATEL) to address 

conflicting criteria with interdependence and feedback. This 

model should help IT and security managers to understand the 

control areas or goals that need to be improved in order to get 

aligned with the acceptable level of risk (i.e. residual risk) per 

organization. Using the DEMATEL network relations map 

(NRM) technique, the proposed model can help to analyze 

why certain security controls have more deficiencies 

(vulnerabilities). The risk management model is necessarily a 

continuous process based on the PDCA (Plan-Do-Check-Act) 

strategy, so in this study the proposed ISRCAM model 

examines the effectiveness of controls in the so-called 

"Check" phase. These 2 works are very imporant because of 

use of the DEMATEL technique to map interdependencies 

between security elements. Authors N. Al-Safwani et al. in 

their research combine the ISRA standard ISO/IEC 27005 

with the TOPSIS technique to improve the assessment of 

implemented information security controls [40], and later on 

they propose an ISCP (Information Security Control 

Prioritization) model for selection of critical security controls 

[41]. The TOPSIS method was integrated in the Identification 

of Existing Controls step during the risk analysis and 

identification process within the ISO/IEC 27005 risk 

management framework. The TOPSIS technique was used to 

determine and rank critical and vulnerable information 

security controls within a company's IT department based on 

5 evaluation criteria, namely known vulnerabilities, valid 

vulnerabilities, attack class, severity of attacks, and 

remediation effort level. Critical controls against these criteria 

were evaluated by experts in Vulnerability Assessment and 

Penetration Testing (VAPT) field. The main purpose of the 

model is actually to reduce the over-spending of resources in 

terms of cost and time and to optimize the assessment of 

security controls themselves. 

These articles are grouped according to the use of standard 

risk assessment factors in created models: 

Zhang and Shao [42] clearly identifies 4 risk assessment 

factors, namely information assets, threat to property, 

vulnerability and existing (implemented) security 

countermeasures. Also, the AHP model for classification of 

information assets is presented, taking into account the already 

mentioned risk assessment factors as evaluation criteria, but 

the paper does not specify to which exact information systems 

the proposed model would be applied and no necessary 

(inherent) interdependencies defined between risk assessment 

factors (which is actually a drawback of the AHP itself). Lee 

[43] proposes identical risk analysis factors as in the paper [42], 

except that for each of the 4 criteria in the AHP certain 

additional sub-criteria are also defined. E.g. CIA attributes for 

assets, environment and human threat factors, etc. Also, 

Tianshui and Gang in the paper [44] clearly defines the basic 

elements for risk assessment (asset, threat, vulnerability) 

together with the related categories (e.g. data, software, 

hardware, attacks on the network environment, etc.), but 

unlike [42, 43] also considering the impact relationships 

between the elements of risk assessment and the uncertainty 

created by the security and privacy risk assessment process 

itself, and thus proposes a new security and privacy risk 

assessment model for an information system based on 

DEMATEL method and the ANP combined with a gray 

system theory. 

The analyzed papers are related to BCM (Business 

Continuity Management): 

Hiete et al. in their paper [45] use DEMATEL technique for 

the purpose of analyzing the structure of complex cause and 

effect relationships between disaster vulnerability sub-

indicators. The paper is important in the context of the impact 

of a potential disaster on the information system and, above all, 

disaster resilience, implying the availability of information 

system as one of the three most important security attributes 

(the C-I-A triad). The element of resilience is quite often 

neglected and its importance is not sufficiently emphasized in 

assessing the security status of an information system, so the 

significance of this research actually follows. Kim and Na in 

their paper [46] propose TOPSIS method for systematic risk 

assessment with interval data to address the recovery problems 

of critical business processes, i.e. prioritizing them during a 

business interruption incident, for the purpose of BCM. 

Access frequency, access time, alternative work time, 

Recovery Time Objective (RTO) and loss amount were used 

as evaluation criteria. 

In the proposed models, the CIA (Confidentiality, Integrity, 

Availability) attributes are used as evaluation criteria: 

In papers [47, 48], the AHP is used for risk assessment with 

two-tier criteria for evaluating alternatives, using C-I-A 

security attributes as the first level criteria as fundamental 

factors influencing second-tier criteria for evaluating 

alternatives. Kim [49] proposes the AHP model also with CIA 

criteria for evaluating and ranking security controls, defined 

according to the standard NIST SP 800-53 [50], that are 

necessary for implementation to assess security risk and 

adequately protect social networking systems (Facebook, 

Twitter, LinkedIn, etc.). CIA attributes are well-known and the 

most used elements in security evaluations when impact to 

information systems needs to be assessed. 

The proposed models and methods are related to cloud 

computing systems: 

Li and Bardi [100] propose a model for the evaluation of 4 

characteristic risk-inducing factors for cloud computing, 

namely assets, vulnerability, threat and control measures, 
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which have been assessed using the AHP and multi-level fuzzy 

evalution. Zhu et al. [51] further propose a holistic multilevel 

model of an index system for assessing cloud computing 

security using the Delphi method and the AHP. In addition, 

Fan and Chen [52] proposed a strategy for assessing cloud 

computing risk using the Delphi technique for structuring key 

risk factors (criteria) and the ANP for defining the 

interdependence and impact between defined criteria and sub-

criteria as well as the necessary calculations of their weights. 

In doing so, privacy is indicated as the most significant risk 

factor. On the other hand, Alguliyev and Abdullayeva [53] 

proposed a method for dynamic federation of cloud entities 

based on risk assessment using the AHP, where the basic idea 

is to avoid the need to initiate the trust between different 

entities that want to associate together for the sake of ad hoc 

joining a federation. The proposed method seems to be quite 

revolutionary, but also difficult to apply in a corporate 

environment (especially in financial institutions) because of 

the very context of cloud computing, which carries with it 

inherent risk factors as one of its basic characteristics related 

to resource sharing (multitenancy), such as regulatory, 

jurisdiction and privacy risks. 

The observed papers are related to the AHP models for 

critical power systems: 

Farzan et al. [54] propose a methodology for identifying 

critical substations and estimating cyber risks in the power grid. 

In the first phase of the proposed methodology, the most 

critical substation within the power grid is identified using the 

AHP and (N-1) simulation analysis to calculate the risk index 

for the substations within the power grid. The second phase of 

the methodology takes place at the substation level to identify 

its most critical components. This is followed by the repair 

(treatment) of the most critical vulnerabilities of electrical 

substation in order to optimize investment (cost) and reduce 

security risks, given the pervasive threats of cyber attacks by 

malicious hackers. Authors Y. Ru et al. also address the risk 

assessment of the power grid information system, but in the 

context of a possible cyber attack on the SCADA system itself 

[55]. In this case, the method for quantitative risk assessment 

is based on the attack tree model and the AHP. The following 

attributes were used to quantify the risk index in the AHP: loss 

of data packets, communication delay, harm to secondary 

equipment, impact on grid operations and economic losses. 

The disadvantage of this approach is that the 

interdependencies and feedbacks between these elements are 

not taken into account, but their relative independence is 

assumed. 

In the following paragraph, the analyzed papers are grouped 

due to the use of Bayes’ probability theory along with MCDM 

techniques in complex models for information security risk 

assessment purposes: 

In a paper [56], a Bayesian prioritization procedure (BPP) 

for the AHP Group Decision Making support (AHP-GDM) is 

proposed to assess information security risks in case of 

incomplete information. MCDM techniques are mainly based 

on the assumption that complete data are provided on all 

model parameters (results, attribute weights), which is 

sometimes not possible in practice, so decision makers cannot 

express n * (n - 1) / 2 possible judgments in reciprocal matrices 

of comparisons in pairs or express inconsistent judgments. It 

is Bayesian methods that make it possible to treat incomplete 

information using data augmentation techniques. In their work 

[57], Tan and Li also propose a group AHP decision-making 

model for the purpose of information systems risk assessment, 

which aims to determine the importance of risk factors where 

probability, impact and uncontrolability are defined as 

evaluation criteria and proposed alternatives are 

confidentiality attacks, integrity destruction, impersonation 

attacks, unauthorized access and denial of service. According 

to the defined risk criteria, the most significant security threats 

to the information system are evaluated through the group 

decision making process in order to reduce the subjective 

influence of personal preferences during the evaluation 

process itself. Wu and Zhao propose a generic privacy security 

risk assessment model for Internet of Things (IoT) based on 

Bayesian Networks (BN) and DEMATEL multicriteria 

decision-making technique [58]. In this model, the security 

analyst uses the BN to structure the risk propagation network 

and generate the likelihood of risk occurrence based on 

evidence inference. Thus, the decision makers can easily find 

the relevant propagation path that affects many asset risk 

factors. According to the conclusion in Bayesian networks, the 

probability of each propagation path can also be calculated. 

The DEMATEL technique is used to calculate influence 

weights for a propagation path that supports effective risk 

management decision making for IoT systems. It is actually a 

model for addressing the probabilistic causality of evaluation 

factors and gaining weights for influence-relation on 

propagation paths. The model assumes probabilistic inference 

and generates values for risk probabilities for assets and 

propagation paths using the Bayesian causal relational 

network and the previous probability. Although Bayesian 

statistics is not part of ISRA, the Bayesian approach is 

mentioned in the paper as an example of quality papers where 

its integration with some important MCDMs exists (e.g. AHP 

and particularly DEMATEL). This is very important because 

of network context and interdependencies of evaluation 

elements (i.e. information security risk attributes) that are 

envisioned to be part of the future research. 

The following papers are related to the models created for 

dealing with information security incidents: 

Anuar et al. [59] created their own Risk Index Model (RIM) 

to evaluate and rank IT security incidents using the AHP 

whereby the two main decision criteria were the likelihood of 

an event and its consequences, and each of these criteria had 

an additional 5 separate uncertain indicators, e.g. asset 

criticality, controls, impact severity, frequency, sensitivity. By 

combining elements and indicators for risk assessment 

together along with the AHP, the risk index for each indicator 

is quantitatively ranked. According to the results, the new risk 

model reduces the number of incidents and allows security 

analysts to focus solely on a smaller number of actual and 

critical incidents, which consequently reduces the time and 

resources. In an article [36], a new algorithm for ranking cyber 

security alerts for databases is proposed. The goal was to 

develop an AHP prioritization method that can automatically 

rank alerts at the level of risk posed by a particular transaction, 

thus allowing the security professionals to focus their time and 

efforts on the most important alerts. The proposed CyberRank 

model is a very important step in the direction of using some 

MCDM technique with security risk data samples to rank 

certain alternatives (in this case security alerts) when there is 

some uncertainty caused by lack of information, time and 

resources. Data samples and Python scripts used in this 

research are also available on the GitHub repository for the 

CyberRank model. 

In the last paragraph of this papers' analysis, we present 

some other important works that were not being able to 
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categorize into some meaningful research stream due to the 

lack of more papers within the same stream: 

Mohyeddin and Gharaee [1] demonstrated the application 

of a quantitative hybrid model obtained by modeling and 

synthesis methods to assess information security risk by 

combining FAHP and TOPSIS techniques, whereby such a 

new proposed hybrid model, according to the authors, yields 

more accurate results with a smaller error rate than the fuzzy 

AHP (FAHP). The aim was to create a new hybrid FAHP-

TOPSIS model that minimizes the number of cross-

comparisons that are necessarily made by using the AHP, in 

order to obtain greater accuracy in the estimates or a lower 

coefficient of variation than the standard FAHP. Therefore, a 

t-test of independent samples was performed to investigate the 

difference between the FAHP and the new proposed hybrid 

model, and the result was that the new proposed model had a 

smaller coefficient of variation, suggesting a lower error rate 

of the new model. Although the paper mentions the use of 3 

levels of information security risk criteria in the evaluation, it 

does not specify exactly what the criteria are as well as their 

calculated weights. In their work [60], Moeti and Kalema 

identified the metrics required to design an information 

security management framework and classified them into 

categories, whereby metric validation was made by using the 

AHP. The results of the study indicate that environmental 

metrics are critical for managing information security, where 

in that category belong malicious code threats, inherent 

vulnerabilities in the information system and networks, and the 

regulatory and legal framework. However, it is surprising that 

the Risk Management category is ranked as the last of all the 

metric groups, which can certainly indicate an insufficient 

awareness of the importance of adequate information security 

risk assessment and management by examiners who have 

validated the proposed framework for measuring information 

security in an academic institution. To more accurately 

quantify asset threats and associated vulnerabilities, authors 

Su et al. in their paper [61] propose a methodology to conduct 

a risk assessment of computer network security by using the 

AHP and neural network. In doing so, the security risk analysis 

process is defined so that the identification of information 

assets is made through the identification of critical business 

processes, which is actually a crucial step because the 

assumption is that if the business process is secure then the 

information network is also analogous to that secure. 

Thereafter, activities continued to identify threats to 

information assets, then identify the vulnerabilities that each 

threat could exploit, calculate the risk for each asset, and 

finally calculate the systemic risk of the entire information 

network. 

 

5.2 Discussion and recommendations 

 

This section gives certain discussion and recommendations 

along with strengths and weaknesses derived from the results 

of the research. 

A review of the literature revealed that in almost all 

analyzed studies some quantification was sought regarding the 

assessment and ranking of information security risks, risk 

factors or software solutions, and thus the use of some of the 

quantitative MCDM techniques was required. Such approach 

is appreciated and represents strengths of the research field 

because MCDM methods have strong mathematical 

foundations, and today the quantification of the level of risk to 

which information systems are exposed to (in terms of 

monetary values) is necessary in order to be able to measure it 

and help top management to take appropriate decisions. Also, 

it is clear from the research findings that there are various 

approaches and methods for ranking information security risks 

using some of the quantitative MCDM techniques, but also 

that in just a very few studies certain efforts have been made 

to integrate some basic ISRA elements or C-I-A attributes into 

the AHP, ANP, DEMATEL or TOPSIS techniques [39, 42, 44, 

45]. We have noticed that the narrow field of risk assessment 

methods for the specific purpose of evaluation of IT solutions 

with MCDM application has not been explored sufficiently in 

scientific papers. This represents certain shortcomings of the 

research field, but also it’s a very important roadmap and has 

an impact for the further research to extend the core ISRA 

elements, define their interdependencies, and integrate within 

one (or even more) of the MCDM techniques for the purpose 

to make a concrete evaluation of critical information systems 

in a more efficient and accurate way. Thus, there is a need for 

a new hybrid model for more effective and efficient evaluation 

of critical IT solutions by application of MCDM with the 

integration of elements for risk assessment. Such new model 

would be an important contribution to the field of information 

security, particularly risk domain. 

Additionally, this literature research has revealed that there 

is a trend of developing hybrid models for risk analysis and 

assessment, and for deciding on the state of security or 

choosing an appropriate information system by using 

multicriteria decision-making (specifically indicated in the 

studies [38, 43]), which is actually a logical phenomenon of 

interdisciplinarity in conducting researches as information 

security risk management is necessarily integrated into other 

business domains, and thus becoming one of the top priority 

activities in protecting the assets and operations of each 

modern organization. 

From this research, we discovered and analyzed that 

different MCDM methods are used in order to solve various 

problems in the field of information security risk management. 

So, in the following table, a short summarization is done: 

 

Table 3. The recommended use of MCDM methods in the 

field of information security risk management 

 
MCDM 

method 

MCDM  

problem 

AHP 

Recommended for modest problems when there are no 

interrelated dependencies between evaluation criteria, 

e.g.: in cases when C-I-A security attributes are used as 

evaluation criteria; for ranking and evaluation of IT 

security incidents when only likelihood of an event and 

its consequences are defined as evaluation criteria; for 

ranking of cyber security alerts. 

ANP and 

DEMATEL 

Strongly recommended when risk evaluation criteria 

are mutually dependent and influence each other, and 

when necessary to create NRM (network relationship 

map) along the calculations of criteria weights. 

TOPSIS 

Suitable for solving BCM (Business Continuity 

Management) problems and ranking of critical and 

vulnerable information security controls when 

evaluation criteria are independent. 

Delphi 

Despite the Delphi is not actually a real MCDM 

method, but more a survey technique for collecting of 

anonymous opinions within the group of professionals, 

it's anyhow often used and recommended as an initial 

step before applying other MCDM methods. E.g., for 

structuring and defining key risk factors (criteria). 
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Table 3 gives an additional author's contribution based on 

the conducted SLR research to the field of information security 

risks by providing a systematization of the recommended 

application of MCDM methods. 

 

 

6. CONCLUSIONS 

 

Due to the significant increase of security threats and 

vulnerabilities, and very often the lack of time and resources 

to combat them efficiently in the business environment, 

prioritizing risks and addressing the most critical ones seems 

essential. 

There are still many open issues in the field of information 

security risk assessment and risk management, and thus we 

believe that the application of MCDM in information security 

field is likely to remain popular with potential significant 

growth in the following years, particularly in creating new 

hybrid models. 

This demanding systematic literature research analyzed the 

selected papers according to rigorous search criteria that seem 

the most prominent for the field of information security risk 

assessment with the application of multicriteria decision 

making. Thus, certain recommendations that could serve as a 

kind of best practices are provided for the use of MCDM in 

the information security risk field. It was discovered that, at 

the moment, there is no model for efficient evaluation of IT 

solutions. So, the future plan of the authors of this SLR paper 

is to conduct a new research in which the most important risk 

assessment elements could be identified by using Delphi 

technique in questioning relevant information security experts. 

Then, these elements would be integrated in some MCDM 

technique (or even more), and thus creating a new model for 

evaluation of critical IT solutions. Such model could be 

potentially more efficient for security evaluation and selection 

processes in comparisons to the current approaches used by 

organizations, and also would provide significant scientific 

contribution. The new model is planned to be created by using 

DSRM (Design Science Research Methodology) [101] 

approach. 
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