
  

  

Fusion Between Shape Prior and Graph Cut for Vehicle Image Segmentation  
 

Hao Wu1,2*, Xiaoyan Sun1, Yanan Liu2, Dagang Wang2, Bing Wei2 

 

 

1 School of Information and Control Engineering, China University of Mining and Technology, Xuzhou 22116, China 
2 School of Computer Science and Technology, Hefei Normal University, Hefei 230601, China 

 

Corresponding Author Email: wuhao@hfnu.edu.cn 

 

https://doi.org/10.18280/ts.370211 

  

ABSTRACT 

   

Received: 19 October 2019 

Accepted: 28 January 2020 

 In vehicle image segmentation, the traditional graph cut algorithm often have errors, when 

the original image contains shadows or complex background. To overcome the errors, this 

paper introduces the shape prior to graph cut algorithm. Our algorithm firstly maps the 

vehicle image to a weighted undirected graph, and obtains the regional energy and boundary 

energy functions. Then, the shape prior was added to constrain the image segmentation, and 

create a new energy function. The star convex was selected as the shape prior, and manually 

marked. Experimental results show that our algorithm segmented complex background 

vehicle images, shadowed vehicle images, and incomplete vehicle images more effectively 

than Otsu’s method and graph cut algorithm. The details of vehicles were preserved and 

extracted efficiently by our algorithm. The research results provide new insights into vehicle 

image segmentation.  
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1. INTRODUCTION 

 

Image segmentation is the process of segmenting the region 

of interest (ROI) in a complete image. It is the prerequisite for 

advanced image processing techniques like image analysis, 

object recognition, and object tracking. Therefore, image 

segmentation is a research hotspot of image processing [1].  

Over the years, many image segmentation algorithms have 

emerged, taking basis on threshold, edge detection, deep 

learning, or graph theory [2]. Boykov and Jolly [3] proposed 

the graph cut algorithm, an image segmentation algorithm 

based on graph theory, which has relatively high segmentation 

accuracy. On this basis, Rother et al. [4] developed the 

GrabCut algorithm. An [5] introduced the texture features of 

the object to the energy function of graph cut algorithm. Hou 

[6] combined the graph cut algorithm with the level set 

technique. Through deep learning, Pi [7] selected seed points 

of object and background pixels. 

In recent years, many scholars have attempted to fuse graph 

cut and shape prior model. The fused results include 

parameter-adaptive shape prior constraint algorithm based on 

kernel principal component analysis (KPCA), adaptive shape 

prior model [8], and graph cut and nonlinear statistical shape 

prior algorithm [9]. For the effectiveness of image 

segmentation, some scholars included image features like 

color, grayscale, and texture into the algorithm design [10]. 

Vehicle image segmentation is critical to vehicle image 

analysis and vehicle tracking. The segmentation results 

directly affect vehicle detection and other subsequent 

processing [11]. The research of vehicle image segmentation 

has a great application value, laying a solid basis for intelligent 

transport [12]. 

There are two common mistakes in vehicle image 

segmentation: the complex background, lanes, buildings and 

shadows are often incorrectly recognized as objects, while the 

boundaries that divide the vehicle body from windows and 

wheels are often mistook as non-objects [13]. 

Considering the features of vehicle images, this paper 

designs a vehicle image segmentation algorithm that fuses 

vehicle shape features and graph cut algorithm. The vehicle 

shape features prevent the segmentation from the interference 

of shadows and complex background, while the graph cut 

algorithm effectively segments the boundaries of windows and 

wheels. The proposed algorithm is simple to design and high 

in accuracy. 

 

 

2. GRAPH CUT ALGORITHM 

 

Graph cut algorithm is an image segmentation algorithm 

based on graph theory. The basic idea of the algorithm was 

explained with a 3×3 digital image (Figure 1) and its weighted 

undirected graph (Figure 2). In Figure 2, the darkness of each 

pixel represents its grayscale; S is the source node of object 

pixels; T is the sink node of background pixels. S is directly 

connected to all the other nodes except T, and T is directly 

connected to all the other nodes except S [14]. 

 

 
 

Figure 1. The 3×3 digital image 
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Figure 2. The S-T weighted undirected graph 

 

Graph cut algorithm aims to segment the digital image into 

a binary image: all object pixels are recorded as 1, and all 

background pixels as 0. In essence, an energy function is 

designed based on edge weights, and minimized to segment 

the image. The energy function of graph cut algorithm is 

designed as follows: 

Let L={l1,l2,l3,…,ln}be the set of pixels in the digital image. 

The energy function can be defined as:  

 

( ) ( ) ( )E L R L B L= +  (1) 

 

where, E(L) is the energy of graph cut algorithm; R(L) is the 

regional energy corresponding to the weights of t-links; B(L) 

is the boundary energy corresponding to the weights of n-links. 

The above formula integrates the regional and boundary 

features of the digital image. The value of R(L) can be 

computed by: 
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where, liis a pixel in the digital image, and an element of set L. 

The penalty of whether pixel libelongs to object or background 

can be expressed as: 
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where, sumli is the number of pixels that satisfy the required 

pixel values; sumbkg and sumobj are the number of background 

pixels and object pixels tagged by the user, respectively. 

If pixel li belongs to the object, the probability of the pixel 

belonging to object is greater than the probability of the pixel 

belonging to background, i.e. Rli(0)>Rli(1). Formulas (3) and 

(4) ensure that pixel li is given a tag (i.e. object or background) 

with the higher probability, which minimizes the energy. If all 

pixels are classified correctly, then the regional energy will 

minimize [16].  

The boundary energy mainly considers the boundary 

attribute of the object: 
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where, li and lj are two adjacent pixels. If the two pixels have 

similar values, there is a high probability that they belong to 

the same class. In this case, B{li ,lj }will have a large value. If 

the two pixels have very different values, then they fall on the 

edges of the object and the background, i.e. the dividing line 

between object and background. In this case, B{li ,lj }will be 

close to zero. 

The best segmentation effect can be achieved by 

minimizing the value of the energy function, i.e. performing 

the minimum cut [17]. Therefore, the key of graph cut 

algorithm is to find the optimal solution of the energy function 

[18]. 

 

 

3. SHAPE PRIOR GRAPH CUT ALGORITHM FOR 

VEHICLE IMAGE SEGMENTATION 

 

This paper introduces shape prior information, i.e. the 

object perceived as the ROI in advance, into image processing. 

Take vehicle image segmentation for example. The shape prior 

information refers to the vehicle in the image. Shape, as a 

visual feature of the image, can greatly enhance the accuracy 

of image segmentation. 

 

3.1 Shape constraint 

 

The shape prior constraint reflects the intuitive information 

of the digital image. Many shape prior image segmentation 

algorithms have been developed. But many algorithms are not 

highly universal, for shapes like convex and ellipse only 

applies to a narrow range of objects. The shape prior for 

vehicle image segmentation must be universal, due to the 

complexity of vehicle images. The star convex was selected 

thanks to its applicability to various complex objects [19]. 

The star convex set is a fusion of mathematical and 

geometric knowledge. Vekslerwas the first to applythe set to 

image segmentation [20]. In this paper, the vehicle image to 

be segmented is denoted as Ω. The shape of the star convex is 

illustrated in Figure 3, where Ωi is a constraint set about center 

O; C is the boundary of the object. 

 

 
 

Figure 3. The shape of the star convex 

 

Ωi is also the object region of the vehicle image. If the 

straight line linking up center O and curve C always falls into 
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the object region, then the object region can be regarded as the 

convex prior about center O.  

For the binary segmentation image (object pixels: 1; 

background pixels: 0), the constraint cost of the star convex 

prior can be defined by the straight line passing through center 

O and lj: 

For any 
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For the digital vehicle image, the entire vehicle image Ω is 

a set of discrete data; O, li, and ljare the pixels in the image 

[15]. 

The star convex constraint is very flexible for vehicle 

objects. A single vehicle can have a starconvex constraint 

about the center, so does an incomplete vehicle. Figure 4 

shows the starconvex shapes of actual vehicles, including 

incomplete vehicles. 

 

 
 

Figure 4. The star convex shapes of vehicles 

 

To effectively segment the vehicle, this paper introduces the 

shape constraint of star convex prior to the energy function of 

graph cut algorithm, turning the energy function into: 
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where,Ois the center of the vehicle image. The optimal 

segmentation corresponds to the minimum value of the 

objective function. The objective of segmentation is to find the 

star convex shape that minimizes the energy function (10). 

Considering the complexity of vehicle image segmentation, 

center O is marked manually in this research [21]. 

 

3.2 Workflow of our algorithm 

 

Figure 5 shows the workflow of our vehicle image 

segmentation algorithm: 

Step 1. Input the original vehicle image, mark the object and 

background, map the image to an S-Tweighted undirected 

graph, construct the energy function, and design the weights 

of all edges. 

Step 2. Transform the energy function into the minimum cut 

problem based on the S-T weighted undirected graph, and 

obtain the initial segmentation results by the max-flow min-

cut theorem. 

Step 3. Add star convex constrain to vehicle image, 

manually mark the center, define the prior energy function of 

star convex, and introduce star convex prior to the energy 

function of graph cut algorithm, forming the new energy 

function. 

Step 4. Transform the new energy function into the 

minimum cut problem, reassign the weights to the edges, and 

re-segment the vehicle image. 

 

 
 

Figure 5. The workflow of our algorithm 

 

 

4. EXPERIMENTS AND RESULTS ANALYSIS 

 

To verify its effectiveness, our algorithm was applied to 

segment ordinary vehicle images, shadowed vehicle images, 

complex background vehicle images, and incomplete vehicle 

images. The segmentation results were evaluated both 

qualitatively and quantitatively. The object pixels, background 

pixels, and star convex center were all marked manually. The 

four types of images were segmented with and without the star 

convex constraint. The original images were extracted from 

BIT-Vehicle Dataset and MIT-CBCL Car Database. 

To reflect is superiority, our algorithm was compared with 

two threshold-based image segmentation algorithms, namely, 

the Otsu’s method [22] and the traditional graph cut algorithm 

[12]. For comparison, the gold standard segmentation results 

were manually marked, laying the basis for quantitative 

analysis of experimental results.  

 

4.1 Experiment on ordinary vehicle images 

 

The experimental results on the ordinary vehicle images 

from BIT-Vehicle Dataset are listed in Figure 6, where column 

(a) is the original images, column (b) is the segmentation 

results of Otsu’s method, column (c) is the segmentation 

results of graph cut algorithm, column (d) is the segmentation 

results of our algorithm, and (e) is the results of gold standard 

segmentation. 
 

 
(1a) Original image; (1b) Result of Otsu’s method; (1c) Result of graph cut algorithm; (1d) Result of our algorithm; (1e) Result 

of gold standard segmentation 
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(2a) Original image; (2b) Result of Otsu’s method; (2c) Result of graph cut algorithm; (2d) Result of our algorithm; (2e) Result 

of gold standard segmentation 

 

 
(3a) Original image; (3b) Result of Otsu’s method; (3c) Result of graph cut algorithm; (3d) Result of our algorithm; (3e) Result 

of gold standard segmentation 

 

 
(4a) Original image; (4b) Result of Otsu’s method; (4c) Result of graph cut algorithm; (4d) Result of our algorithm; (4e) Result 

of gold standard segmentation 

 

Figure 6. Comparison between segmentation results on ordinary vehicle images from BIT-Vehicle Dataset 

 

As shown in Figure 6, the Otsu’s method and the graph cut 

algorithm, which is not subjected to star convex constraint, 

were not as good as our algorithm in details, while our 

algorithm could highlight the contours of the object. Our 

algorithm (Figure 6(1d)) could segment the entire vehicle from 

the image. By contrast, the graph cut brought many burrs and 

unclear boundaries (Figure 6(1c)), while the Otsu’s method 

failed to segment the object clearly (Figure 6(1b)). The result 

of our algorithm in Figure 6(2d) was better than Figure 6(2c) 

and Figure 6(1c) in object prominence and noise level, and 

also better than Figure 6(3d) and Figure 6(4d). 

 

4.2 Experiment on shadowed vehicle images 

 

The experimental results on the shadowed vehicle images 

from BIT-Vehicle Dataset are listed in Figure 7. Our algorithm 

achieved excellent segmentation effects: the object shapes 

were effectively identified by the graph cut algorithm coupled 

with star convex. The vehicles were clearly segmented by our 

algorithm from all four images. The object shapes were 

maintained, while the shadows were removed. However, the 

Otsu’s method and graph cut algorithm could not effectively 

remove the shadows. 

 
 

(1a) Original image; (1b) Result of Otsu’s method; (1c) Result of graph cut algorithm; (1d) Result of our algorithm; (1e) Result 

of gold standard segmentation 

 
(2a) Original image; (2b) Result of Otsu’s method; (2c) Result of graph cut algorithm; (2d) Result of our algorithm; (2e) Result 

of gold standard segmentation 
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(3a) Original image; (3b) Result of Otsu’s method; (3c) Result of graph cut algorithm; (3d) Result of our algorithm; (3e) Result 

of gold standard segmentation 

 

 
(4a) Original image; (4b) Result of Otsu’s method; (4c) Result of graph cut algorithm; (4d) Result of our algorithm; (4e) Result 

of gold standard segmentation 

 

Figure 7. Comparison between segmentation results on shadowed vehicle images from BIT-Vehicle Dataset 

 

 
(1a) Original image; (1b) Result of Otsu’s method; (1c) Result of graph cut algorithm; (1d) Result of our algorithm; (1e) Result 

of gold standard segmentation 

 

 
(2a) Original image; (2b) Result of Otsu’s method; (2c) Result of graph cut algorithm; (2d) Result of our algorithm; (2e) Result 

of gold standard segmentation 

 

 
(3a) Original image; (3b) Result of Otsu’s method; (3c) Result of graph cut algorithm; (3d) Result of our algorithm; (3e) Result 

of gold standard segmentation 

 
(4a) Original image; (4b) Result of Otsu’s method; (4c) Result of graph cut algorithm; (4d) Result of our algorithm; (4e) Result 

of gold standard segmentation 

 

Figure 8. Comparison between segmentation results on complex background vehicle images from MIT-CBCL Car Database 

 

 
(1a) Original image; (1b) Result of Otsu’s method; (1c) Result of graph cut algorithm; (1d) Result of our algorithm; (1e) Result 

of gold standard segmentation 
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(2a) Original image; (2b) Result of Otsu’s method; (2c) Result of graph cut algorithm; (2d) Result of our algorithm; (2e) Result 

of gold standard segmentation 

 

 
(3a) Original image; (3b) Result of Otsu’s method; (3c) Result of graph cut algorithm; (3d) Result of our algorithm; (3e) Result 

of gold standard segmentation 

 

 
(4a) Original image; (4b) Result of Otsu’s method; (4c) Result of graph cut algorithm; (4d) Result of our algorithm; (4e) Result 

of gold standard segmentation 

 

Figure 9. Comparison between segmentation results on complex background vehicle images from BIT-Vehicle Dataset 

 

4.3 Experiment on complex background vehicle images 

 

The vehicle images in Figures 6 and Figure 7 have unified 

backgrounds. In this subsection, several images are extracted 

from MIT-CBCL Car Database to verify the effectiveness of 

our algorithm in segmenting complex background vehicle 

images. Figure 8 provide experimental results of different 

image segmentation algorithms on the complex background 

vehicle images. 

As shown in Figure 8, the Otsu’s method and graph cut 

algorithm performed poorly in segmenting vehicle images 

with complex background, failing to effectively remove the 

background. On the contrary, our algorithm segmented the 

vehicles from these images effectively, despite the 

interference from the complex background. 

 

4.4 Experiment on incomplete vehicle images 

 

The experimental results on the incomplete vehicle images 

from BIT-Vehicle Dataset are listed in Figure 9. 

As shown in Figure 9, the Otsu’s method and graph cut 

algorithm could not effectively remove the details on the edges. 

Compared with the two methods, our algorithm segmented the 

incomplete vehicles accurately from all four images, and 

preserved the shape of the marked objects. The results of our 

algorithm were closer to the result of gold standard 

segmentation than those of the Otsu’s method and graph cut 

algorithm. The excellence of our algorithm demonstrates that 

the graph cut algorithm, coupled with star convex, can 

successfully identify the shapes of incomplete vehicles, and 

proves the universality of star convex. 

 

4.5 Quantitative analysis of experimental data 

 

The experimental results were evaluated qualitatively in the 

above subsections. This subsection aims to quantitatively 

compare these results. Usually, quantitative analysis needs to 

compare the experimental results with the gold standard. 

However, the gold standard is not established in an absolute 

sense. Hence, the gold standard segmentation results were 

manually marked to obtain reliable images of gold standard 

segmentation. 

The experimental results were measured by five metrics, 

including sensitivity, specificity, precision, accuracy, and 

mean error rate (MER) [23]: 

 

M G
Sensitivity

G


=  (11) 

 

M G
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G
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M G M G
MER

N
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where, M is the result of a segmentation algorithm; �̃� is the 

inverse of the segmentation result; G is the result of gold 

standard segmentation, i.e. the ideal result; �̃� is the inverse of 

the result of gold standard segmentation; N is the total number 

of pixels in the vehicle image. 

Tables 1-4 provide the average quantitative evaluation 

results of the segmentation results of four types of vehicle 

images. 
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Table 1. Quantitative evaluation results of ordinary vehicle image experiment 

 

Metric 

Algorithm 
Sensitivity Specificity Precision Accuracy MER 

Otsu’s method 0.9015 0.9721 0.7125 0.8926 0.1074 

Graph cut algorithm 0.9236 0.9812 0.8369 0.8951 0.1049 

Our algorithm 0.9554 0.9862 0.8891 0.9030 0.0970 

 

Table 2. Quantitative evaluation results of shadowed vehicle image experiment 

 

Metric 

Algorithm 
Sensitivity Specificity Precision Accuracy MER 

Otsu’s method 0.7446 0.7815 0.7968 0.7857 0.2134 

Graph cut algorithm 0.7951 0.8126 0.7693 0.7963 0.2037 

Our algorithm 0.9687 0.9772 0.9165 0.9328 0.0672 

 

Table 3. Quantitative evaluation results of complex background vehicle image experiment 

 

Metric 

Algorithm 
Sensitivity Specificity Precision Accuracy MER 

Otsu’s method 0.7559 0.7610 0.6523 0.5415 0.4585 

Graph cut algorithm 0.7996 0.7812 0.7184 0.5658 0.4342 

Our algorithm 0.9868 0.9635 0.8857 0.9256 0.0744 

 

Table 4. Quantitative evaluation results of incomplete vehicle image experiment 

 

Metric 

Algorithm 
Sensitivity Specificity Precision Accuracy MER 

Otsu’s method 0.9021 0.9613 0.8210 0.8837 0.1296 

Graph cut algorithm 0.9188 0.9829 0.8419 0.9106 0.1155 

Our algorithm 0.9625 0.9910 0.8997 0.9357 0.0796 

As shown in Table 1, the Otsu’s method, graphic cut 

algorithm, and our algorithm differed slightly in the five 

metrics on ordinary vehicle images with simple background. 

The data in Table 2 indicate that our algorithm far exceled the 

contrastive methods in segmenting shadowed vehicle images, 

especially in accuracy. Table 3 shows the effectiveness of our 

algorithm in segmenting complex background vehicle image: 

neither the Otsu’s method nor graphic cut algorithm could 

differentiate object pixels from similar background pixels; our 

algorithm was close to the result of gold standard segmentation 

in accuracy, and also outshined the two contrastive methods in 

sensitivity, specificity, and precision. Table 4 manifests the 

advantage of our algorithm in segmenting incomplete vehicles 

from images. 

 

 

5. CONCLUSIONS 

 

According to the features of vehicle images (e.g. shadow 

and complex background), this paper introduces the shape 

features of the vehicle into the graph cut algorithm,  

 

producing a novel vehicle image segmentation algorithm. The 

proposed algorithm was applied to segment vehicle images in 

different scenarios, aiming to constrain the shape of segmented 

results. Experimental results show that our algorithm 

outperformed the Otsu’s method and graph cut algorithm in 

segmenting complex background vehicle images, shadowed 

vehicle images, and incomplete vehicle images. Our algorithm 

is an effective and accurate way to remove vehicle shadows 

and background. 
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