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Due to the increasing usage of multimedia and storage devices accessible, searching for 

large image databases has become imperative. Furthermore, the handiness of high-speed 

internet has escalated the exchange of images by users enormously. Content-Based Image 

Retrieval is proposed in this work, taking features based on Exact Legendre Moments, HVS 

color quantization with dc coefficient and statistical properties such as variance, mean, and 

skew of Conjugate Symmetric Sequency Complex Hadamard Transform (CS-SCHT). In 

most of the machine learning tasks, the quality of the learning process depends on 

dimensionality. High dimensional datasets can influence the classification outcome and 

training time. To overcome this problem, we use DE (Differential Evolution) to generate the 

optimal feature subsets. The features scaled by weights derived from the firefly algorithm, 

which fed to Multi-Class SVM. The fitness function taken for the firefly algorithm is the 

classification error of SVM. By minimizing fitness function, optimum weights are obtained. 

When these optimal weights are applied to SVM, the proposed algorithm exhibits better 

precision, recall, and accuracy when compared to some of the existing algorithms in the 

literature.  
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1. INTRODUCTION

Nowadays, image archival has been tremendously 

increasing due to the diffusion of the internet, digitization of 

multimedia, and the freely available editing tools. In Google 

Images, the search made for finding similar images related to 

the Query image. Therefore, querying and indexing of the 

large database is increasingly becomes the prime concern in 

remote sensing, crime detection, publishing, medicine, 

architecture, multimedia, and education, etc. This concern is 

resolved by content-based image retrieval. 

The content of an image may be either one of the three types 

viz., spatial, semantic, or low-level features as shown in Figure 

1. Spatial content is characterized by the position of objects in

the image, meaning represents semantic content and the Low-

level features in the image are represented by texture or shape

and color. A Content-Based Image Retrieval (CBIR)

technique that relied on low-level features for efficient

searching and retrieval is proposed in this paper. The most

prominently used database for CBIR systems is Corel database.

For a fair comparison, we used the same database, which

consists of ten different categories of images. The performance

evaluation metrics of an image retrieval system depends on

feature selection, feature dimensionality reduction and the

classifier employed. Shape information is more suitable for

classification when compared to texture and color. However,

the color content of an image plays a significant role in CBIR.

The global histogram is famous for color content

representation. Feature selections obtained by converting three

(RGB) color channels into the HIS color standard.

Recently, CBIR is making use of convolutional neural 

networks (CNN’s) for improving retrieval performance. The 

features extracted from different layers of deep CNN are better 

compared to handcrafted features as the network of layers tries 

to minimize the error between actual and obtained results by 

adjusting the weights. However, the performance of retrieval 

in terms of training time and memory space is poor since these 

methods employ large sizes of vocabulary to build the image 

vectors. The time and memory complexity of CNN are very 

high since CNN models need to be pre-trained on thousands 

and millions of images. 

All of these challenges motivated us to extract hand crafted 

low level features such as color, texture and shape from the 

image since the efficacy of the image retrieval system mainly 

depends on the features extracted from images. But all the 

extracted features are not necessary and only discriminative 

features that are useful for distinguishing one class of objects 

from the other required in classification as the irrelevant 

features can cause a low accuracy and increasing the 

computational time. Images in the Corel database contain 

different numbers of objects, background, illumination, and 

scenes. Such complex information of pictures represented by 

the multimodal representation problem cannot be solved by 

non-optimization algorithms. Hence, in this work, we used 

differential evolution for selecting the discriminative features. 

For the first time, the error in the SVM network controlled by 

random initial weights multiplied by a feature vector, and the 

cost function is minimized by reducing the error. There by the 

accuracy of the proposed algorithm is improved with the usage 

of optimization in discriminative feature selection and 

classification accuracy. 
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Figure 1. Visual content of image 

 

Content-based image retrieval (CBIR) facilitates the 

efficient recovery of images related to the query model from 

the extensive image database. The features in this work are 

collected using transform coefficients of CS-SCHT. In the 

transform domain, the image represented in a compact form. 

The statistical features viz., mean, variance, and skew of CS-

SCHT transform are computed. Later, these features are fused 

with the shape features of Exact Legendre Moments and color 

features based on HSV color quantization. In this work, the 

fused attributes are classified using Support Vector Machine. 

The classification error in SVM is reduced by adjusting the 

weights of the feature matrix by using the firefly algorithm. 

The efficacy of CBIR depends on features to search for images 

from massive image databases according to user requests in 

the form of a query image. 

The rest of the paper is framed as follows. In section 2, a 

review of several content based image retrieval systems are 

presented. Proposed CBIR algorithm is discussed in section 3. 

Experimental results are presented in section 4 and it is 

followed by Section 5 that concludes the proposed method. 

 

 

2. RELATED WORK 

 

Subramanyam et al. [1] proposed a CBIR using features of 

the Modified Color Motif co-occurrence matrix (MCMCM). 

The novelty of the work is that they considered intercorrelation 

between R, G, and B planes. Features from MCMCM and the 

difference between the pixels of a scan pattern (DBPSP) are 

combined in equal proportions to generate a feature vector. 

The computational complexity is very small, but getting of 

good performance is very difficult using MCMCM and 

DBPSP features. Daisy et al. [2] proposed CBIR by collecting 

texture and shape data calculated from the database images, 

and the query image and similarity index is measured using 

Euclidean distance. The feature vector made with 

morphological operations using a spatially variant structuring 

element. Though the performance of this method is good, 

higher computational complexity of Gabor wavelets and 

Fourier descriptor are the major limitations of this method. Lee 

et al. [3] proposed CBIR based on a weighted combination of 

color and texture to the Discrete Wavelet Transform (DWT). 

The advantage of this method is the average retrieval time is 

small. However, the lack of shape information in forming the 

feature vector is the major limitation of this approach. Wang 

et al. [4] proposed a method for CBIR by combining shape and 

texture. Shape features extracted for RGB color space using 

exponent moments and texture features obtained for HSI color 

space using localized angular phase histogram. The efficacy of 

this method is good but it depends on selection of moment 

order, which is manually done. 

Feature reduction techniques also play an essential role in 

increasing the accuracy of the classifier. Various meta-

heuristic search methods like simulated annealing, ant colony 

optimization, genetic algorithm, particle swarm optimization, 

and differential evolution for feature selection are available in 

the literature [5]. Frohlich et al. [6] proposed a method in 

which the GA is used for feature selection and to optimize the 

regularization parameter of the SVM in parallel. This method 

is computationally attractive for determining the kernel 

parameters and an appropriate feature subset compared to 

Recursive Feature Elimination algorithm. The theoretical 

bounds on the generalization error for SVM is the major 

limitation of this method. The DE optimization technique as 

an advanced version of the real-valued GA that employs 

differential mutation operators with faster convergence 

properties. He et al. [7] suggest a discrete feature selection 

method using the DE algorithm, which uses a sigmoid limiting 

function for converting the real values into binary values, 0 

and 1, that are obtained by using DE operators. After selection 

process experiments performed with SVM. Martinoyić et al. 

[8] proposed a method by combining Differential Evolution 

with k-Nearest Neighbor for pattern classification. In this, DE 

finds feature subsets from the complete set of features that 

were analyzed by the k-NN algorithm at that time, according 

to the method presented by Das et al. [9], and scale factor F is 

varied randomly. 

Li et al. [10] proposed the CBIR system in which feature 

selection and parameter optimization obtained concurrently 

using SVM optimization. Hoi et al. [11] developed a CBIR 

system with a semi-supervised SVM batch mode active 

learning scheme. This scheme is to solve Relevant Feedback 

(RF) in CBIR. The performance of the SVM has improved 

irrespective of size and count of the labeled examples but it is 

applicable exclusively for CBIR with relevance feedback 

mechanism. Wang et al. [12] formulated an active-learning 

SVM-based RF using multiple classifier ensembles and 

features re-weighting. Zhang and Jiang et al. [13] proposed a 

method in which color and texture features used for image 

retrieval. According to the image texture characteristics, 

information of texture is represented by the fusion algorithm 

in combination with Gabor transform and edge histogram. The 

blocking and fuzzy color histogram proposed and CH in HSV 

color space chosen as a color feature. It is able to perform well 

and offers rotation and scale invariance. The representation is 

not compact because Gabor functions do not form an 

orthogonal basis set. Further, lack of shape information in 

forming the feature vector is another limitation of this method. 

Gupta et al. [14] proposed a method to combines global and 

local features. GLCM used for feature extraction, SVM for 

classification while Haar DWT utilized for partitioning an 

image into the horizontal, vertical, and diagonal regions. The 

efficiency of this system is improved based on low level 

features. However, the size of the feature vector is large. 

Further, the computational time is quite high. Yan et al. [15] 

introduced a novelty in the CBIR system by incorporating two 

strategies. The first strategy is samples chosen based on the 

similarity feature for active learning. The second strategy they 

employed is for parameter tuning using adaptive regularization 

that selects the optimal model. Active learning SVM combines 

the model selection with active-learning to obtain optimal 

classifier. Ashraf et al. [16] proposed a method for image 

retrieval using artificial neural networks in which features 

extracted by using bandlet transform. To evaluate the retrieval 

efficiency of the system, the authors used precision and recall. 

The most important capability of the proposed method is its 
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attribute for identifying the most prominent objects in an 

image for the generation of feature vector. The computational 

complexity of this method is high compared to conventional 

CBIR techniques. Alsmadi [17] proposed a method for CBIR 

in which the features extracted from the image were color 

signature, structure, and texture color. Meantime, image 

retrieval based on the GA with iterated local search (ILS) 

similarity measure and simulations carried on the Corel 

database. The addition of the ILS algorithm with the GA has 

increased the exploitation process resulting an increase in 

fitness number, is the advantage of this method. Computation 

time for fitness function is quite high is the limitation of this 

method. 

Mohamed et al. [18] introduced an image retrieval system 

based on Convolutional Neural Networks (CNN) and Support 

Vector Machine (SVM). In this work, they used convolutional 

neural network as an extractor of image features and generate 

convolution maps. Later, these maps are flattened and 

concatenated into a CNN code. These codes are used as a new 

feature vector for SVM training. When the SVM classifier has 

been well trained, it performs the recognition step and takes 

new decisions on testing images with such automatically 

extracted features. Maria and Tefas [19] have proposed image 

retrieval system based on deep convolutional neural networks. 

In this method they used a deep CNN model to obtain the 

feature representation by using max-pooling and subsequently 

they retrain the network in order to produce more efficient 

compact image descriptors, which improve both the memory 

requirements and the retrieval performance relying on the 

available information. In this work, they suggested three basic 

model retraining approaches: the full unsupervised, relevance 

information and relevance feedback based on no information 

available, labels of the training dataset are available and the 

feedback from users is available respectively. All these 

approaches are applicable to other CNN architectures. The 

proposed method outperforms other CNN based retrieval 

techniques. 

 

 

3. PROPOSED WORK 
 

The proposed CBIR system architecture is presented in 

Figure 2 comprises of the following functional blocks: 

3.1 Image database Corel—1K 

3.2 Feature database  

3.3 Feature extraction 

3.4 Query image 

3.5 Image matching & Indexing 

3.6 Retrieved images 

 

3.1 Image database 

 

This block contains images of the chosen database. 

Similarity distance measurement of query image with database 

images can be made pixel by pixel basis, which is 

computationally complex, and it may limit the performance of 

the CBIR system. Therefore, instead of taking pixel by pixel 

comparison, a compact representation of the image features is 

used. In the proposed work, the experiments are carried on 

Corel-1k dataset which contains 10 categories of images such 

as Building, Elephants, Mountains, African tribe people, Food, 

Beach, Horses, Buses, Flowers and Dinosaurs. Each category 

having 100 pictures and the size of each picture is 384 X 256 

or 256 X 384 and a total of 1000 images available in it. 

 
 

Figure 2. Content based image retrieval using proposed 

algorithm 

 

3.2 Feature database 

 

Feature extraction plays a crucial role in the CBIR system. 

An image is characterized by a set of features, viz., texture, 

color, and shape. The feature consists of the hash extracted 

from a given image that can uniquely identify the image [3]. 

The features are computed to the entire database images and 

stored in a feature database for matching and indexing. 

 

3.3 Feature extraction 

 

The first task in the CBIR system is feature extraction, and 

it is performed to extract visual features from an image to 

represent and index the image. A single attribute is not enough 

to discriminate among a homogeneous group of pictures so, a 

vector is used to represent an image that contains all its 

extracted features. The extracted features used in this work are 

statistical parameters of mean, standard deviation, and skew 

computed for dc values of CS-SCHT, shape features from 

Exact Legendre Moments, and HVS color quantization 

features. The computation of these features is shown below: 

As a preprocessing step, all the images in the database are 

resized to 256x256. 

 

3.3.1 CBIR using the transform domain 

The images in the Corel database are in RGB format. They 

are transformed into other color standards YCbCr and HSI. In 

this CS-SCHT is used to convert the pictures from spatial 

domain to frequency domain. This idea of using 

transformation is to reduce the redundancy so that most of the 

energy is packed in fewer coefficients [20]. The size of the 

image in the transform and pixel domain is same and in 
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transform domain, most of the coefficients are zero and 

significant information packed in the few non zero factors. 

CS-SCHT is a complex orthogonal transform, and similar 

to Discrete Fourier Transform, the row vectors arranged in 

ascending order of sequency (number of sign changes in a 

row). The kernel coefficients of CS-SCHT are either one or j. 

It is a shift-invariant and conjugate symmetric spectrum. The 

computational complexity of CS-SCHT is low for real signals 

because the spectrum is conjugate symmetric, which in turn, 

half of the spectral coefficients are redundant. This transform 

applied to blocks of all the six planes of Y, Cb, Cr and H, S, I 

planes of images in database and query image. From each 

block, a dc value obtained, forming an array of transform 

coefficients. The mean, standard deviation, and skew 

computed for each color plane are shown in Algorithm 1. 

 

 
 

3.3.2 Shape features using exact Legendre moments 

Exact Legendre Moments (ELM's) are orthogonal, and 

these are used to represent the shape content of an image with 

compact representation. Orthogonal Moments have many 

desirable properties such as stability and fast numerical 

implementation due to recurrent relation in the computation of 

polynomials [21, 22]. The moments that are generated from 

these polynomials are more robust to noise. ELM of order 7 

are shown in Figure 3.  

 

 
 

Figure 3. The graphs of Legendre polynomials up to order 7 

 

Orthogonal moments are invertible i.e., the original image 

can be reconstructed from moments. ELMs are rectangular 

polynomials and hence less computationally complex 

compared to the Zernike moments (ZMs). Exact Legendre 

moments of an image are given by 

 
𝐸𝐿𝑀𝑝𝑞   

=
(2𝑝 + 1)(2𝑞 + 1)

4
∫ ∫ 𝐿𝑀𝑝(𝑘)𝐿𝑀𝑞

1

−1

(𝑙) 𝑓(𝑘, 𝑙) 𝑑𝑘𝑑𝑙
1

−1

 
(1) 

𝑝, 𝑞 = 0,1,2, 
 

where, 𝐿𝑀𝑝(𝑘)is thepth degree Legendre Polynomial which 

can be represented by Rodrigues formula. 

 

 

𝐿𝑀𝑝(𝑘) =
1

2𝑝𝑝!

𝑑𝑝

𝑑𝑘𝑝
(𝑘2−1)𝑝 

𝐿𝑀0(𝑘) = 1 

𝐿𝑀1(𝑘) = 𝑘 

(2) 

 

𝐿𝑀𝑝+1(𝑘) =  
2𝑝 + 1

𝑝 + 1
𝑘 𝐿𝑀𝑝(𝑘) −

𝑝

𝑝 + 1
𝐿𝑀𝑝−1(𝑘) (3) 

 

In this ELM of order 10 is used. So the feature size is 66. 

 

3.3.3 Color features extraction using HSV color model 

HSV color model is extensively used in color feature 

extraction. HSV color model perceives color in a way that is 

similar to human perception. It is evident that the color 

supplies robust descriptors for the CBIR method. Still, the 

Human Visual System (HVS) fails to recognize a large number 

of colors at the same time, but it is capable of differentiating 

similar shades accurately. The HSV color model has three 

components namely hue, saturation, and value. The hue 

component is a dominant attribute of color measured in angles. 

The amount of white light added to the dominant color termed 

as saturation. Pink is less saturated, and primary colors Red, 

Green, and blue are fully saturated colors. 'Value' is sometimes 

substituted with 'brightness'. According to the characteristics 

of HSV color space, the HVS parameters are quantized into 72 

bins by dividing H into eight, S into three and V into another 

three regions as follows. 

 

𝐻 =  

{
 
 
 
 

 
 
 
 
0, 𝐻𝑢𝑒 ∈  ⌈0𝑜, 24𝑜⌉ ∪ [345𝑜 , 360𝑜]

1, 𝐻𝑢𝑒 ∈  ⌈25𝑜, 49𝑜⌉

2, 𝐻𝑢𝑒 ∈  ⌈50𝑜, 79𝑜⌉

3, 𝐻𝑢𝑒 ∈  ⌈80𝑜, 159𝑜⌉

4, 𝐻𝑢𝑒 ∈ ⌈160𝑜 , 194𝑜⌉

5, 𝐻𝑢𝑒 ∈  ⌈195𝑜, 264𝑜⌉

6, 𝐻𝑢𝑒 ∈  ⌈265𝑜, 284𝑜⌉

7, 𝐻𝑢𝑒 ∈  ⌈285𝑜, 344𝑜⌉

 (4) 

 

𝑆 =  {

0,   𝑆𝑎𝑡  ∈          [0, 0.15]

  1,   𝑆𝑎𝑡 ∈           [0.15, 0.8]

   2,   𝑆𝑎𝑡 ∈                 [0.8, 1]
 (5) 

 

𝑉 =  {

0,   𝑉𝑎𝑙 ∈            [0, 0.15]

1,   𝑉𝑎𝑙 ∈         [0.15, 0.8]

2,   𝑉𝑎𝑙 ∈              [0.8, 1]
 (6) 

 

From the quantized values, an array of size 72 is formed as 

a feature vector. Let us assume that, 𝑄𝐻 , 𝑄𝑆𝑎𝑛𝑑 𝑄𝑣  are the 

quantized bins of H, S and V respectively. It is formed by 

 

𝑃 = 𝑄𝑠𝑄𝑣𝐻 + 𝑄𝑣𝑆 + 𝑉 (7) 

 

𝑄𝑆𝑎𝑛𝑑 𝑄𝑣 are quantized into three levels. So, P can be 

obtained from Eq. (7) is  

 

P = 9H+3S+V (8) 

 

Algorithm 1: Feature Extraction using CS-SCHT 

Resize the image using nearest neighbor interpolation to 

size 256X256 

Transform Color Space of an image from RGB to HIS and 

RGB to YCbCr. 

Apply CS-SCHT to non-overlapping blocks of size32 X 

32 of each plane of Y, Cb, Cr and H, S, I. 

In each 3232block, pick the DC coefficients. After 

finding the DC coefficients from each plane then find 

mean, standard deviation and skew. A total of 18 features 

are collected for each image. 
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The above formula is simple and easy to determine 

similarity, which needs neither square nor square root 

operations. This formula can be used in our proposed method 

to determine similarity effectively. 

 

3.3.4 Fusion of feature vector algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.4 Feature reduction 

 

All the extracted features are not important for representing 

images and may be irrelevant and redundant. Therefore, to 

represent the image in a compact form, dimensionality 

reduction (DR) methods are used and these methods will 

choose the significant subset of features. 

 

3.4.1 Feature reduction using DE 

In recent research, DE is one of the best optimization 

techniques which has been popular, got attention among 

metaheuristic algorithms [23]. It is the easiest optimizer based 

on population manipulating all parameters as floating point 

numbers with arithmetic operaters. The flowchart of DE based 

discriminant features selection from the collected feature set is 

shown in Figure 4.   

The fore most step in DE is to produce a M-

dimensional#real-valued parameter vector for each NP 

member in the population i.e., a matrix of dimension NP by M 

[24]. A new mutant element is created by, the differential 

combination operator of element ‘r’ of vector ‘xq’ where, ‘q’ 

is population index which is in the range of 1 and Np, is 

obtained by summing the weighted difference between first 

element of two randomly selected population members xr,m  

and xr,n  to the value of a third random member of the 

population xr,p. To enhance exploration, the dimension of the 

individual 𝑣𝑟,𝑞 is changed with the corresponding dimension 

of𝑥𝑟,𝑞 with uniform probability CO. 

 

𝑣𝑟,𝑞 = 𝑥𝑟,𝑝 + 𝐹 × (𝑥𝑟,𝑚 − 𝑥𝑟,𝑛) (9) 

 

𝑥𝑟,𝑞
𝑛𝑒𝑤 = {

  𝑣𝑟,𝑞         𝑖𝑓 𝑟𝑎𝑛𝑑(0,1) ≤ 𝐶𝑂

𝑥𝑟,𝑞                      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (10) 

 

where, factor F is a constant which controls the rate of the 

evolution of population, rand() is a uniformly distributed 

random number from [0,1] and CO is the crossover probability. 

Parameters are indexed with r, which ranges between 1 and D 

inside the vector. An adaptive scheme with good convergence 

is achieved by generating random deviations that are extracted 

from the population with both distance and direction 

information. 

 

 
 

Figure 4. Feature reduction using differential evolution 

 

The fitness function used for DE is based on k-nearest 

neighbors. If a set X of some n points and a distance function 

are given, K-nearest neighbor search that find k closest points 

in X to a query point or set of points of Y. The fitness function 

must be supplied with the derived feature vectors from all the 

images, size of compact or reduced feature set, number of 

neighbors as the input and the output of fitness function is 

resubstitution loss. The DE strives for minimizing this loss 

until there is no change in the objective function or maximum 

numbers of generations are reached. 

 

Start 

 

Evaluate all subsets and identify 

the best subset based on fitness 

function 

 

Generate new subsets using the 

Differential Combination and 

Uniform Crossover Operation 

 

Subset of features are selected from 

initial population based on number of 

reduced features 

 

Randomly generate initial 

population 

 

For each population member adopt 

the newly generated subset if its 

performance is better than the old 

one. Identify the best subset 

 

Termination 

condition is reached 

the number of 

generations 

Stop 

 

Recombination 

 

Mutation 

 

Algorithm 2: Generation of feature vector 

Mean, standard deviation and skew are computed from 

CS-SCHT transform dc coefficients. The number of 

features is 18. 

Shape features are extracted using Exact Legendre 

Moments with order 10, The number of features are 66  

Color feature are extracted using HSV color model. The 

HVS parameters are quantized into 72 bins, by dividing H 

into 8 regions, S into 3 regions and V into 3 regions. The 

number of features is 72. 

Therefore, size of the feature vector is 18+66+72 = 156 

No 

Yes 
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3.5 Classification 

 

Usage of classifier eliminates the need for similarity 

measure in CBIR system. Images having similar feature are 

classified into one group by subjecting feature to the trained 

classifier. The most popular classifiers used in CBIR 

application are support vector machine (SVM), Bayesian 

classifier, neural network classifier and random forest. 

SVM is a representative classifier, i.e., it used to solve the 

problems due to machine learning (ML). SVM supervised 

machine learning algorithm, which maximizes the space 

(margin) between hyperplane and data to minimize the upper 

bound of the generalization error. There are different ways to 

solve multi-class classification problems for SVM, such as 

DAG (Directed Acyclic Graph), BT (Binary Tree), OAO 

(One-Against One), and OAA (One Against All) classifiers. In 

the proposed method OAA strategy is used instead of OAO as 

OAA need less training models and gives comparable 

classification accuracy to OAO SVM [25-27]. Construction of 

one SVM per class is done by Multi-Class SVM, which helps 

to differentiate one class from other classes. Classification of 

an unknown pattern according to the maximum output among 

all SVMs. In this work, classification accuracy improved by 

minimizing classification error defining fitness function to the 

firefly algorithm. 

During the past decade, nature inspired metaheuristic 

algorithms such as Firefly Algorithm (FA), Genetic Algorithm 

(GA), Particle Swarm Optimization (PSO) and Ant Colony 

Optimization (ACO) are mainly used algorithms for 

optimization [5]. These algorithms have been very successful 

because of flexibility, simplicity, local optima avoidance and 

derivation free mechanism. Among various metaheuristics 

algorithms, FA is a bio-inspired behavior of firefly insect. 

They communicate with each other by emitting lights from 

their bodies and changing intensity accordingly. The efficacy 

of FA depends two major parameters such as light intensity 

and attractiveness between fireflies [28]. Flashing light 

intensity changes from each resource according to the 

brightness of the firefly, which is represented and calculated 

with a kind of fitness function. Attractiveness of each firefly is 

calculated using Eq. (11) [28]. 

 

𝛼(𝑟) =  𝛼0𝑒
−𝛾𝑑2 (11) 

 

where, 𝛼0  is the attractiveness at distance (d) = 0, γ is the 

absorption coefficient of light in air and d is the distance which 

is used to measure how two fireflies are attracted to each other 

and is calculated by Cartesian distancesmethodaas shown in 

Eq. (12). 

 

𝑑𝑖𝑗 = ‖𝑝𝑖 − 𝑝𝑗‖ =  √∑ (𝑝𝑖 − 𝑝𝑗)
2𝑛

𝑘=1  (12) 

 

where, n indicates the dimensionality of the problem. Once a 

calculating the distances between the two fireflies, suppose the 

firefly sat position is having less flashing light intensity than 

firefly at position j then attractiveness occurs among them 

while moving the firefly position towards the firefly at position 

j. The following equation [28] reins this type of movement and 

it is represented as  

 

𝑝𝑖+1
𝑖𝑡 = 𝑝𝑖

𝑖𝑡 + 𝛼𝑜𝑒
(𝛾𝑑𝑖𝑗

2 )
∗ (𝑝𝑗

𝑖𝑡 − 𝑝𝑖
𝑖𝑡) + 𝛽

∗ (𝑟𝑎𝑛𝑑 −
1

2
) 

(13) 

 

where, it represents number of iterations and β  represents 

random numbers controlling the size of the random walk and 

rand represents random number generator which falls between 

[25]. The firefly with low light intensity moves towards the 

higher one after consider in gits position and random walk is 

determined by a random generator multiplied by β [28] as well 

as attraction factor 𝛼0. The flow chart of FA is given in Figure 

5. 

Fitness Function: In this algorithm, the number of features 

is reduced to 10 using differential evolution algorithm. The 

reduced features are multiplied with weighted matrix denoted 

by w1, w2 …., w10. Instead of features applied to SVM, the 

weighted feature vector is fed to SVM. The kernel used in 

SVM is Gaussian kernel. The error of SVM is minimized. So 

the fitness function is taken as Mean Square Error of SVM. 

The weights are derived from the FA. When the optimum 

weights are given, the algorithm obtains improved accuracy. 

 

𝐿 =  ∑𝑤𝑗

𝑛

𝑗=1

𝐼{𝑦�̂� ≠ 𝑦𝑗} (14) 

 

 
 

Figure 5. Firefly algorithm flowchart 

 

 

4. RESULTS AND DISCUSSION 

 

The proposed CBIR system in this analysis underwent tests 

with few images as queries. Then, similar images for a given 

query image extracted from the Corel-1k database. This 

algorithm uses features extracted through Exact Legendre 

Moments, HVS color quantization with dc coefficients 
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statistical properties such as mean, variance, and skew of 

Conjugate Symmetric Sequency Hadamard Transform (CS-

SCHT). The query image and the corresponding similar 

images retrieved from the database shown in Figure 6 and 

Figure 7.  

 

 
 

Figure 6. Horse query image and retrieved horse images 

 

 
 

Figure 7. African people query image and retrieved images 

 

The color features calculated by using HVS color 

quantization and the features which represent shape were 

determined using the Exact Legendre moments. Apart from 

color and shape, we also determine statistical properties such 

as variance, mean, and skew of CS-SCHT. The extracted 

feature dimensions (156 features) were reduced by using 

Differential Evolution (DE) and generate a feature subset of 

size 10. After feature extraction subsets of dataset images, the 

comparison done with query image features. After the 

completion of the extraction of features, classification has 

done with unsupervised classifier i.e., MC-SVM. To validate 

the efficacy of our suggested image retrieval system, we took  

“Corel 1k” as the image data set, and it contains 10 

categories such as Building, Elephants, Mountains, African 

tribe people, Food, Beach, Horses, Buses, Flowers and 

Dinosaurs. Each category of Corel 1k consisting of 100 

pictures, giving a total of 1,000 pictures in the dataset. 

 

4.1 Retrieval evaluation 

 

Specificity also called precision, which refers to the 

capacity measure of a system in image retrieving, which likely 

to query images. At the same time, sensitivity is also known 

as recall rate, gauges the potential of CBIR systems in the 

retrieval of the images that are identical to query images (QI’s). 

The computations on precision and recall measurements based 

on the Number of query images (from the test dataset) and the 

retrieval images from the Corel-1k database carried to 

elaborate results. 

 

 
 

Figure 8. Precision recall graph 

 

The graphical representation of the P-R of different QI of 

the proposed CBIR system shown in Figure 8. As from the 

graph shown, the presented CBIR system has shown favorable 

results in terms of P-R. The experimental results through the 

extracted features which combined with the DE technique, 

Support Vector Machine, and Firefly algorithm shows 

improved accuracy of the CBIR method. 

 

4.2 Evaluation on Corel image set  

 

The performance of the proposed CBIR system measured 

with the Number of current content-based image retrieval 

systems [16, 17, 29-35]. The incentive of preferring this 

method is for comparison of results of all the methods reported 

via wang database of 10 categories such as Building, 

Mountains, African tribe people, Food, Beach, Horses, Buses, 

Flowers, and Dinosaurs. Each category of Corel-1k consisting 

of 100 pictures, giving a total of 1000 pictures in the dataset. 

The comparison of the average precision (AP). And average 

recall (AR) for the presented system with the other systems 

which compared can also be referable in Table 1 and Table 2. 

As from the evidence, the above comparison results 

demonstrate the capacity of the proposed system in generating 

better precision and recall rates. Its performance also 

supersedes other state of the art works [16, 17, 29-35] with 

respect to precion and recall rates. In particular, the obtained 

AP, AR rates were 0.895 and 0.722. This is factored by the 

fact that the authors [16, 17, 29-35] developed CBIR systems 

based on restricted number of feature sets which restricts the 

retrieval efficacy. On the other hand, the proposed system in 

this work extracted robust and extensive set of features. In this 

method, color features using HVS color quantization, shape 

features using Exact Legendre Moments and texture features 

using CS-SCHT, are employed. The addition of Meta-

heuristic algorithms; DE and FA for optimized discriminant 

features has improved retrieval efficiency by producing 

optimal weights. Clearly, the experimental results 

demonstrating the capacity of the   hybridization of two 

optimization algorithms in assisting the retrieval of the great 

amount of relevant images to the query image. 
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Table 1. AP results of the presented method compared with the current retrieval methods 

 

Category Proposed 
Method 

[17] 

Method 

[33] 

Method 

[29] 

Method 

[16] 

Method 

[30] 

Method 

[31] 

Method 

[32] 

Method 

[34] 

Method 

[35] 

Buildings 0.76 0.75 0.63 0.75 0.75 0.7 0.61 0.57 0.79 0.9 

Elephants 0.83 0.83 0.72 0.9 0.8 0.7 0.57 0.67 0.71 0.7 

Mountains 0.83 0.82 0.811 0.7 0.75 0.74 0.51 0.53 0.67 0.7 

African People 0.84 0.83 0.82 0.8 0.65 0.64 0.56 0.7 0.81 0.9 

Food 0.88 0.87 0.87 0.8 0.75 0.81 0.69 0.74 0.77 0.9 

Beach 0.91 0.9 0.89 0.75 0.7 0.64 0.53 0.56 0.66 0.6 

Horses 0.96 0.96 0.95 0.9 0.9 0.95 0.7 0.3 0.98 1 

Buses 0.97 0.96 0.846 0.9 0.95 0.92 0.89 0.87 0.96 0.75 

Flowers 0.98 0.96 0.91 0.8 0.95 0.95 0.89 0.91 0.97 0.9 

Dinosaurs 0.99 0.99 0.82 0.97 1 0.99 0.98 0.91 1 1 

Average 0.895 0.887 0.826 0.827 0.74 0.804 0.693 0.676 0.832 0.835 

 

Table 2. The AR results of the presented method compared with the current retrieval methods 

 

Category Proposed 
Method 

[17] 

Method 

[33] 

Method 

[29] 

Method 

[16] 

Method 

[30] 

Method 

[32] 

Method 

[34] 

Method 

[35] 

Buildings 0.62 0.62 0.585 0.15 0.15 0.14 0.18 0.16 0.18 

Elephants 0.589 0.58 0.533 0.18 0.16 0.16 0.15 0.14 0.14 

Mountains 0.765 0.75 0.73 0.14 0.15 0.15 0.22 0.13 0.14 

Africa 0.742 0.73 0.706 0.16 0.13 0.13 0.15 0.16 0.18 

Food 0.62 0.62 0.6 0.16 0.15 0.16 0.13 0.15 0.18 

Beach 0.825 0.815 0.805 0.15 0.14 0.13 0.19 0.13 0.12 

Horses 0.875 0.85 0.848 0.18 0.1 0.19 0.13 0.13 0.21 

Buses 0.77 0.75 0.73 0.18 0.19 0.18 0.11 0.19 0.17 

Flowers 0.66 0.66 0.647 0.16 0.19 0.19 0.11 0.2 0.18 

Dinosaurs 0.76 0.75 0.726 0.2 0.2 0.2 0.09 0.2 0.21 

Average 0.722 0.712 0.691 0.166 0.164 0.163 0.146 0.159 0.171 

 

Table 3. Average retrieval time for top 20 images in Corel-1k database 

 
Method Features Used Fitness Function Average Retrieval Time in Seconds 

[17] 

Color Histogram,  

Color Texture Features,  

Gray Level Cooccurrence Matrix (GLCM) and 

Canny Edge detector 

Squared Euclidean Distance 358.8 

[36] 

Color Histogram, Color Moments, 

Cooccurrence Matrix,  

Inverse Difference Moment,  

Wavelet Moments and  

 k-means clustering 

Evaluate a particle fitness based on 

clustering i.e. distance between 

query image and cluster center  

381.62 

Proposed  

HSV color histogram,  

Exact Legendra Moments and  

CS-SCHT features 

Mean Square error of SVM 249.56 

4.3 Evaluation on average retrieval time 

 

Feature extraction and average retrieval time is an important 

factor that directly influence the number of retrieved images. 

Table 3 shows the average retrieval time for top 20 images 

retrieved from the corel-1k dataset. The superiority of the 

proposed algorithm in terms of average retrieval time is 

observed over method [17] and method [36]. 

 

 

5. CONCLUSION 

 

This paper proposes a hybrid framework for CBIR system 

using features calculated from CS-SCHT dc coefficients, 

Color features, and shape characteristics. The strength of the 

algorithm comes from robust feature selection using HVS 

color quantization, ELMs, and statistical parameters. 

Discriminant feature selection using DE and error 

minimization in SVM using a firefly algorithm with well-

defined objective functions. The suggested system has 

experimented on the Corel-1k image database, and results 

showed that the recommended CBIR system performs well 

compared with the existing methods regarding average 

precision (AP) and the average recall (AR). The AP and AR 

values obtained with the suggested system were 0.895 and 

0.722. 
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