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Despite the fact that steganalysis has grown quickly lately, it despite everything faces 

numerous troubles and difficulties. This paper proposed a steganalysis based on deep 

learning technique. The convolutional neural network method is used for steganalysis 

approach. The steganalysis approach utilizes the deep features extracted from the stego 

image. The approach uses global information for feature learning. The steganalysis is used 

to recognize the various kinds of steganalysis calculations. This paper also proposed a 

steganalysis based on low embedding rate images and multi-class steganography. The 

study on image steganogrphy using deep learning is discussed with their pros and cons.  
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1. INTRODUCTION

With a fast improvement of data innovation and network 

technologies, electronic media gets a significant transporter 

for military, business, and different associations just as people 

to acquire and transmit data [1-3]. At present, an automated 

conversation in the online network is helpless against the risk 

of spying and vicious activities [4]. Hence, the security 

concerns should be given more consideration. The customary 

arrangement utilizes encryption innovation to change over the 

data to ciphertext for transmission [5]. The main advantages 

of this method are that it is easily recognized by the attackers. 

It does not provide any type of security when data is 

transmitted from one place to another. Therefore, 

steganography, which is described by ''camouflage" in the 

transmission of data, has pulled in increasingly more 

consideration [6]. 

Steganography is hiding the information into the cover 

image and transmitted from one person to another in a secure 

manner. The secret information is hiding into the cover image 

so that no one can see this through naked eyes or even cannot 

be recognized by the attackers. Let’s take the example to 

understand steganography more deeply. Vijay and Ashish are 

two good friends and lived in the Himgiri Boys Hostel of 

NITH in two different rooms. They planned to escape from the 

hostel and chill outside. Both of them are under the care of 

hostel warden. According to the hostel rules and regulations, 

hostel warden supervises their communication. Therefore, 

they will not be talk in plaintext. There are two choices to 

communicate either communicate through encryption 

technique or message is shielded in other objects [7]. The most 

desirable method is to hide the secret information in some 

other objects. Steganography is widely used for this task. 

Secret conversations within the representatives of Al Qaeda 

were reported by some news agency in United states such as 

CNN. The gang of Bin laden attacks the particular location of 

somewhere, instructions related to actions and other messages 

are hidden in various websites on online network. There are 

many real-life scenarios related to the Steganography. 

There is a need to analyze the deep learning based 

steganography tecghniques.  

This paper tries to form the new idea to learn feature 

expression through steganalysis. The main contributions of 

this paper are as follows: 

(1) Convolutional Neural Network (CNN) method is used

for steganalysis approach. Steganalysis technique is used to 

analyze the feature expression. In this method, firstly design 

the model, i.e., CNN and implemented in such a manner that 

it can efficient and effective to capture the numerical attributes 

such as neighborhood relationship. This technique is not used 

the same as the past strategy. It incorporates the element 

extraction and grouping module It makes an intelligent 

systems prototype. Detection realization of the model can also 

be improved. 

(2) Comprehensive intelligence based steganalysis method

is studied. This is an advanced version related to the deep 

learning technique. It uses global information to learn the 

feature expression more efficiently and enhance the 

throughput of the model. It can work on CNN model and 

improve them. The feature expression is grasped productively. 

(3) The low installing amount steganalysis highlights

learning technique is discussed. The less installing rate 

encrypted images is a problem in the steganalysis because it 

cannot be detected easily. To overcome this problem, the 

representation grasping is improved on small installing rate 

images by relocating the knowledge gained from the large 

embedded rate images. 

(4) The multiple classes steganography method is discussed.

From the current research, we know that the different types of 

steganalysis algorithms use the same algorithms to construct 

the detectors. To construct the detectors, the edge information 

is used to produce the dense images. There are different types 

of steganography algorithms in real-life scenarios. It is also 

difficult to know for the steganalysts that steganography 

algorithm is used by the users. So, it is important to know all 

types of algorithms. 

The remainder of this paper is organized as follows: Section 

2 presents the steganalysis based on convolutional neural 
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networks. The global information based steganalysis is 

presented in Section 3. Section 4 presents the embedding rate 

based steganalysis. Section 5 presents the steganalysis on 

multiclass steganography. The discussions are depicted in 

Section 6. The concluding remarks are drawn in Section 7. 

 

 

2. CONVOLUTION NEURAL NETWORK BASED 

STEGANALYSIS  

 

George Mason University in Virginia started the study on 

the topic of steganalysis in 1990s. After that, this topic 

magnetized the number of universities such as New York State 

University, Purdue University, etc. Steganalysis and 

steganography research have developed in the last few years. 

Steganography brings new difficulties to the steganalysis. The 

advance version of steganography creates new problems for 

steganalysis. The new concepts are developed by the advance 

steganography that is difficult to steganalysis. To overcome 

this difficulty, the in-depth learning feature extraction 

techniques is used. Feature expression enhances the 

throughput and detection of the secret message hidden into the 

cover image. In historic time, this feature expression is done 

by the human manually. This process takes too much time and 

human faces difficulties to extract the feature expression [8-

10]. The steganalysis is rapidly developing day by day and 

numbers of new features are merge into it. It also makes the 

extraction of feature expression more complex and difficult. 

Adaptive steganography algorithms have higher complicated 

numerical properties. 

To overcome the feature expression problem, in-depth 

learning technique is introduced. In this method, the human 

cannot manually extract the feature expression. It can be done 

by the CNN trained model. In this, CNN model is in 

combination with steganalysis properties and makes the newly 

trained network that is used to extract the feature expression 

easily. 

 

2.1 Steganalysis feature learning framework  

 

 In this convolutional neural network, the complex feature 

expression is presented by the multiple convolutional layers so 

that the extraction of the feature expression is easily 

recognized. the model which can efficiently and effectively 

learn the feature expression automatically through training. At 

present, steganography calculations are increasingly mind 

boggling measurable qualities, i.e., neighborhood connection. 

Because of the less exact picture measurable model and the 

versatile steganography shrouds the data into the picture locale 

with commotion and it is hard to structure such a model. In 

historic time, the feature expression is manually done by the 

human which faces more difficulty. So the neighborhood 

correlation is done on a deep learning model to design an 

effective model that is inspired by the traditional method of 

steganalysis. That’s why the CNN based steganalysis model is 

suggested. In this model, a large amount of data is captured by 

CNN to find the correlation between the adjacent pixels of the 

images, which is much more important for steganalysis. 

Different layers of CNN namely pooling, weight sharing 

additionally diminish the preparation parameters of the model. 

It can deal with the huge size and countless pictures. The 

appropriate model is designed that can effectively extract the 

feature expression for the given dataset [11-13]. Figure 1 

shows the feature learning framework using CNN.  

 
 

Figure 1. Steganalysis feature learning framework using 

CNN 
 

 

3. GLOBAL INFORMATION CONSTRAINTS BASED 

STEGANALYSIS 
 

CNN model is used to automatically learns the feature 

expression. CNN introduced the statistical global information 

and give the better feature learning. Global information is 

applied on the entire image in the steganalysis. Steganography 

is basically adding the noise to the image, but the noise is 

relatively small as compared to the content of the data into the 

image. Steganalysis needed two aspects of information. The 

first one is the native intelligence and the second is global 

information. Both the aspects are extremely important for 

steganalysis [14]. 

The researchers in this field note very late the significance 

of the global steganalysis image figures. It also tends to be a 

issue in function design. CNN's earlier approach is useful for 

defining the relationship among markers of the local area. 

Within the CNN model, the pooling layer fuses the localized 

image details. There is to be the multi-layer pooling process in 

the new solution. As contrasted with the earlier universal 

systematic approach, i.e., histogram and measure of co-

occurrence. The various classes in histogram and pre-

occurrence equation can be determined from the entire plot. 

we concentrate only on how can develop the global 

information techniques [15].  
 

3.1 Steganalysis based upon global information constraint 
 

To obtain the accurate result, one should know about the 

major quantitative data in steganalysis. This technique leaves 

the impression of transition learning for special mention. It 

proposes the global statistical knowledge model based on the 

CNN. To obtain the better feature expression, one can use the 

global information model. Transfer learning is used to transfer 

the knowledge in tasks. The success point is that the first two 

tasks are related to each other. One task helps the other task 

and easily recognized itself. In this method, the long stream 

information is presented in 3D CNN model. The importance 

of this is to improve the throughput of the global statistical 

information model by transfer learning [16-19]. Figure 2 

shows the global information based steganalysis.  

 

 
 

Figure 2. Steganalysis based upon global information 
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4. LOW EMBEDDING RATE BASED STEGANALYSIS 

 

The in-depth CNN and global CNN model are based on 

learning and empirical knowledge, respectively. Both the 

model focuses on the learning. The secret information is 

concealed in the cover image. Steganographic disturbance is 

implemented by steganographic procedures into the pictures. 

The difference between the image after and before is indeed 

very low and the distinction between different features of the 

image can easily be lost. The hardest challenge is managing 

photos at low encoding speeds. When the amount of 

information hidden in the cover picture decreases then the 

steganalysis complexity increases. Adaptive steganography 

performs the reduced encoding volume and difficult to detect 

[20]. 

 

4.1 Analysis of content adaptive steganography 

 

The content-adaptive steganography algorithm is one of the 

important and secure steganography algorithms. It uses the 

complex statistical information in the texture region of the 

images. The images having low embedding rate are very hard 

to identify as compared with a high encoding amount. First, 

the information is embedded in the texture region of the image 

[21]. Figure 3 shows the embedding position of the 

information after embedded the information into the cover 

images.   

The adaptive steganography can be hard to identify at a low 

embedding rate. It is hard for several scientists to identify the 

material-adaptive steganography at a small encoding level. 

Also, there are a few widely known stuffs found on the 

numerical attributes of the image in the different encoding 

level. The derivable information should be used in large 

encoding level images so that it can be easily identified by the 

small encoding level images. The transfer learning is used for 

low encoding level steganalysis. This approach varies from the 

previous method as it manages the embedded images 

independently. The performance of image detection is to 

enhance with a low embedding rate and the pre-trained model 

without the additional features or information. This method 

contains two tasks. The first module identifies photos at low 

encoding levels as well as the second module identifies images 

at large encoding levels. 

 

 
 

Figure 3. Steganalysis based upon Low embedding rate 

 

 

5. MULTI-CLASS STEGANOGRAPHY BASED 

STEGANALSIS 

 

The steganalysis for multi-class steganography is discussed. 

The different forms of steganalysis implementations have the 

same algorithms to create the sensors. If we have more edge 

information, than it can help us to make a more efficient model. 

The real-life situations have various kinds of steganography 

implementations. It is also difficult to know for the 

steganalysis that which steganography algorithm is used by the 

users. 

There have been few experiments onto the design of the 

detector in the study of image steganalysis, which help us to 

detect the hidden messages in the cover images [22-24]. First, 

the steganographic algorithms are applied to the original 

images and then the extraction of feature learning is taking 

place. The two researchers Pevny’s and Ffidrich’s uses four 

JPEG domain steganographic algorithms. Two SVM 

classifiers are educated. These two classifiers help us to find 

the difference between the original image and the stego images. 

In the second method, it is similar to the first method till 

extraction and then the steganalysis of multi-class 

steganography is done. It means multi-classifiers are produced 

to find the difference between the original and the stego 

images. Till now, much more work has to be done in the field 

of the steganalysis. 
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5.1 Steganalysis framework based on multi-task CNN 

 

The structure for steganalysis is dependent upon multi-task 

CNN. First of all, the mega-steganographic protocol is to be 

developed in this context. As well as the prototype is then 

educated using mega-task training. In the final step of this 

method, the steganographic algorithms are used to encode the 

messages into the images. So, in this way it gives high 

efficiency to detect at the final step [8, 23-25]. Figure 4 shows 

the steganalysis framework based on multi task CNN. 

 

 
 

Figure 4. Steganalysis framework based on multi-task CNN 

 

 

6. DISCUSSION 

 

In the in-depth learning method, the main focus is to feature 

learning. In-depth leaning method automatically learns the 

feature expression. They used statistical characteristics such as 

neighborhood correlation for steganalysis. The global 

information constraints are used for analysis of steganography. 

The global information is much more useful than the 

traditional method. The pooling combines the local picture 

knowledge to use of knowledge across a wide range. There are 

some limitations of global information and to overcome these 

limitations. The small encoding level enciphered photos is a 

problem in the steganalysis because it cannot be detected 

easily. The function learning on small encoding level images 

is used for relocating the knowledge acquired from the heavy 

encoding level images. The different types of steganalysis 

protocols use identical algorithms to build the identifiers. To 

construct the detector, the edge information is used for dense 

images. There are different types of steganography algorithms 

in real-life scenarios. It is also difficult to know for the 

steganalysts which steganography algorithm is used by the 

users. So, it is important to know all types of algorithms. 

 

 

7. CONCLUSIONS  

 

The Internet and digital media become an effective method 

that saves human money and time. And on the other side, it is 

illegally used by terrorist gangs and other organizations. The 

main pros for these technologies are security. With the help of 

steganography, the terrorist gangs and other organizations plan 

their mission without knowing anyone in the entire world. This 

paper introduced the deep learning, global information, low 

embedding rate, and multi-class steganalysis techniques. 

There is a number of cons and pros of these techniques which 

we are using in this paper. With the help of in-depth learning 

and global information, feature learning becomes easy. The 

stego and the original images look similar so that no one can 

recognize which one is the stego image and the original image. 

And the pros are that the computation is to complex. 
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