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The past decade has seen a development of complex theories in different fields, raising 

the question: should managers use complex principles in their strategy? The answer 

implies to analyze companies and economical industries where they develop as a complex 

system. This paper study seven characteristics that define complex systems and analyzes 

if they can be observed in economical industries. 
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1. INTRODUCTION

In everyday speech, the word complexity is often used as a 

synonym for complicated, confusing or difficult to understand. 

However, science gives a specific meaning to this term. 

According to Rzevski [1], complex systems are open systems 

composed of a large number of diverse, partially autonomous 

and that they interact among each other. These elements are 

known as agents and are not centrally controlled. The overall 

behavior of complex systems emerges from the interaction 

between agents, which is unpredictable, but not random. 

According to Stephen Wolfram [2], complex behavior is at the 

last step in the classification of behaviors for a dynamic system, 

which are classified as: 

• Class I: Stable and homogeneous behavior

A very simple behavior, regardless of the variations in the

initial conditions, it will be reached almost to the same

final state.

• Class II: Stable and periodic behavior

This behavior can derive in several different final states,

but they all consist of simple structures that remain

constant or are repeated every certain time interval.

• Class III: Chaotic behavior

A more complicated type of behavior, at first glance

seems totally random, however it shows a repetitive order

between the different levels in the structures of the system.

• Class IV: Complex behavior

It shows a mix of order and randomness. The local

structures of the system are simple, but they move and

interact with each other in a complicated way.

2. COMPLEXITY IN MANAGEMENT

Complexity research became prominent in management in 

the 1990s. Relationship between complexity and uncertainty 

has been studied by Merry [3], Lane and Maxfield [4], Black 

and Farias [5], Conner [6] and Mason [7]. They all agree that 

any system has the property to increase its complexity on time 

and therefore, its unpredictability. More complexity means a 

greater change rate so change adaptability turns more difficult 

and forecast is lees accurate. 

Farjoun and Levin [8] agree that long term unpredictability 

is a great challenge for management by introducing 

uncertainty and restricting their capability to control, 

coordinate and allocate resources effectively. 

Management theory still maintain classic strategic planning 

structures developed during the 20th century, in some cases, 

sticking to the taylorian principles of the industrial revolution 

[9], considering the following assumptions that are not true in 

chaotic environments: 

• Obsolete information at the end of the process [10, 11]

cited in the work [12].

• Assuming that the organization is in a stable environment

[13, 14].

• Assume, therefore, that the organization can control its

environment [12, 15, 16].

Current management models are designed for stable 

environments and doesn t́ show how to adapt to change in 

chaotic environments. This problem is relevant since most 

authors in chaos and complexity agree that traditional strategic 

design is not effective in this type of environment [10, 17-19], 

cited in the work [7]. 

To understand the concepts of chaos and complexity is 

necessary study the origin of complex theories and review 

their historical evolution. The science of chaos was born with 

mathematician and meteorologist Edward Lorenz [20], 

followed by Mandelbrot [21], Prigogine [22], Morín [23] 

among the most outstanding theorists. Chaos theory has also 

been applied to explain complexity in business management, 

like supply chain dynamics [24-26] and Tsoukas [27] used it 

as a framework for organizational theory, Gabriel [28] 

challenged the myth of managerial control, Anderson [29], 

Boisot and Child [30] and Frank and Fahrbach [31] used chaos 

theory to provide models that describes organizations as 

adaptive systems. Stacey [32, 33] and Lissack [34] applied 

chaos theory to explain strategies and the generation of 

business strategies. Beeson and Davies [35] identified 

complexity concepts in the study of organizational change and 

information systems. Dhillon and Ward [36] applied chaos 

theory to analyze quantitative data from information strategy 
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studies. Merali [37] explored concepts of complexity theory in 

describing the network phenomenology of information 

systems [38]. More recently, Velásquez and Restrepo [39] 

demonstrated the chaotic behavior of the stock exchanges in 

Colombia, Chile and Peru, while Ndofor et al. [40] did the 

same with the behavior of 19 industries in the United States. 

Chaos theory was originally developed in the context of the 

exact sciences but found fertile ground in other fields. 

Radzicki [41] and Butler [42] pointed out that social, 

ecological and economic systems also have non-linear 

characteristics and complex evolving interactions over time.  

Theory of catastrophes is another effort to model the abrupt 

change effects on a system. Proposed by Thom [43], theory of 

catastrophes is a mathematical theory to model the structural 

stability of practical systems. It was applied to business by 

Graham & Seltzer [44] and Wright [45] used it to study the 

decision making and business processes. Catastrophe theory 

seeks to represent the topological structure of a system to 

identify the equilibrium breakpoints called catastrophes. This 

theory distinguishes between different types of topologies in 

catastrophes, such as the fold or the cusp. However, it didn t́ 

make an impact on the administration literature since these 

proposals. 

Most authors on chaos and complexity agree that traditional 

strategic design is ineffective in a chaotic environment [10, 17-

19], cited in the work [7]. Some of these studies focus on the 

structure of the SWOT analysis, such as the one carried out by 

Hill and Westbrook [46]. They conclude that the SWOT 

analysis was inefficient in the companies they studied, both as 

an analysis tool and as part of the strategic review. According 

to the authors, SWOT analysis survives because of its direct 

methodology, requiring little preparation to perform. Likewise, 

Panagiotou [47] describes SWOT methodology as vague, very 

simplified and with many limitations. 

If we analyze traditional strategic planning structure, we 

will find that it is based on the following process division: 

formulation, implementation and evaluation. This model 

follows the classic principle of system analysis which divides 

the system in elements in order to study the nature of each 

element separately. This analytic method ignores the emergent 

properties raised from the interactions of the elements 

according to the definition of complexity of Rzevski [48], as 

well as the degrees of uncertainty in each element.  

SWOT Matrix is the heart of the strategic formulation and 

is structurally based on the principles of classical logic. It 

assumes that if two propositions, p and q are true, then the 

result will also be true. This principle of classical logic is 

reflected in strategy design in SWOT Matrix as follows: 

If STRENGTH and OPPORTUNITY happens, then 

STRATEGY 1. 

If STRENGTH and THREAT happens, then STRATEGY 

2. 

If WEAKNESS and OPPORTUNITY happens, then 

STRATEGY 3. 

If WEAKNESS and THREAT happens, then STRATEGY 

4. 

Pérez and Massoni [49] affirm that the classic paradigm is 

based on several assumptions that, although they have evolved 

over time, maintain their overall settings designed for more 

stable environments: 

 

• Assumption of economic rationality: Calculations can be 

known as rational by an observer. 

• Assumption of managerial and organizational unity: 

organization acts hierarchically. 

• Functionalist teleological pragmatism: coupled with an 

approach based on linearity and balance. 

• Assumption that environment is fixed. 

 

This planning problem in chaotic environments lies not only 

in the traditional structure of the model, but also in mental 

models that senior managers generate by using the classic 

strategic planning and prevents them from responding to 

environmental changing conditions. For example, Henderson, 

Miller and Hambrick [50] claim that the mismatch between 

CEOs' mental paradigms and change in dynamic external 

conditions is the cause of the lack of adaptation. Smallman 

[51] says that managers need to move from the current reactive 

paradigm to a proactive and holistic paradigm according to the 

changing environment. Meyer et al. [52] affirm that from time 

to time, organizational environments go through cataclysmic 

changes so sudden and extensive that they alter the trajectory 

of entire industries, overwhelming their adaptive capacity and 

exceeding the managers understanding. He adds that 

administration theory offers little help in dealing with these 

situations. Prahalad and Hamel [53] confirm that many 

assumptions rooted in traditional strategic models may be 

incomplete or outdated. This reality forces us to reexamine the 

paradigms of traditional strategic planning. 

Nonlinear methods have been used to demonstrate complex 

behavior on economical industries, most of them proven their 

hypothesis successfully [40] arising the question: which 

complex characteristics does economic industries present? 

Rzevski [1] grants seven specific characteristics to complex 

systems: 

 

1. Self-organization: Complex systems have a tendency to 

react to disruptive events by recomposing themselves 

autonomously in order to eliminate, or at least reduce, the 

effects of disruption. 

2. Autonomy: Agents have freedom of action, with a limit of 

restrictions given by the rules, rules and regulations of the 

system. 

3. No balance: Complex systems are subject to change. This 

change is not linear, but a succession of discrete and 

disruptive events as well as small imperceptible changes. 

4. Emergency: The behaviour of a complex system emerges 

from agent interactions, being totally unpredictable, but 

not random. 

5. Co-evolution: Complex systems change adapting to the 

environment while changing their environment at the 

same time. 

6. Connectivity: Agents, or system elements, are 

interconnected. The complexity of the system increases 

with the number of connections. 

7. Nonlinearity: The relationships between agents are 

nonlinear, which means that a small cause can be 

amplified to generate a consequence of large magnitudes. 

 

These characteristics are presented in different levels in 

industry. That is why an analysis of each one will be done.  

 

 

3. SELF-ORGANIZATION, AUTONOMY, NON-

EQUILIBRIUM AND DISSIPATIVE STRUCTURES  
 

We will begin by studying these characteristics by 

comparing the company with a dissipative structure and 
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analyzing how they are presented within this type of structures. 

Ilya Prigogine [22] defined dissipative structures as systems 

that subsist thanks to the exchange of energy they make with 

the environment, also explaining that a functional structure, 

the more complex it is, the more energy it will require to 

maintain all its connections. In that case, the system is more 

unstable and is said to be "further from equilibrium". 

Therefore, the increase in order and complexity brings a price 

which is a greater dependence on energy and a greater 

vulnerability of the system. To counteract this vulnerability, 

these systems carry out a process of spontaneous “self-

organization” through which the system recovers its balance; 

it is modified and coupled with its immediate surroundings. At 

the center of this self-organization, we can find the 

spontaneous structuring in a hierarchy of levels (which we can 

see in cells, organs, systems, bodies). According to Resnick: 

“The interrelations between the elements of one level originate 

new types of elements in another level, which behave in a very 

different way” [54]. This allows the systems to reduce 

vulnerability from the increased complexity of the system, 

therefore, to be more resistant to environmental disturbances, 

changing, adapting to them and at the same time increasing 

their level of internal complexity gradually and dangerously 

moving away from its balance. At this stage, the systems are 

stable despite being far from equilibrium, as a kind of dynamic 

equilibrium. This state is called non-equilibrium. The system 

can move away from equilibrium to a certain extent, since 

there comes a time when the system is so complex that in the 

event of a small disturbance, it collapses, unleashing a period 

of turbulence, a phase of readjustment of its parts in which the 

system is rearranged to reach a new balance. This last state of 

equilibrium will be just a transition, a period of “entropic rest” 

in Prigogine's words; until the new period of turbulence and 

non-equilibrium arrives. These intervals of successive periods 

of entropic rest and turbulence are characteristic in complex 

systems and can also be observed in the evolution of industrial 

sectors. 

The first step in determining if an industrial sector shows 

the characteristics of a complex system will be to analyze 

whether the industrial sectors present the characteristics 

mentioned here. In the first place, can we compare a business 

organization (either company or industrial sector) with a 

dissipative structure? An organization can be defined as a 

dissipative structure if the following characteristics are 

accepted; open, non-linear, dynamic and at the same time 

stable (non-equilibrium) and it exchanges energy and matter 

with its environment. Along these lines, Prigogine [22] has 

applied the dynamics of dissipative structures to the 

organizational change. Organizations move within the 

spectrum between seasonality and complex adaptability [55]. 

Under this perspective of dissipative structure, the authors 

detect that the organization goes through cycles of evolution 

and revolution similar to the phases that Niell identifies that 

pass through dissipative structures. Niell [56] detects two key 

moments in the evolution of a dissipative structure: the 

moments of transition between phases and the moments of 

development (also called “periods of entropic rest” by 

Prigogine) that coincide with energy dissipation and flow 

minimization of energy. The succession of these cycles puts 

the company in a permanent state of "dynamic equilibrium" 

called a state of non-equilibrium. The differential of 

continuous inputs and outputs generates a non-equilibrium 

state in organizations that will allow it to grow and adapt to 

changes in its environment with greater flexibility than a static 

equilibrium, which is much more rigid in the face of external 

influences. The first conclusion we can find is that the periods 

of crisis are not negative, but that they are part of a natural 

process that allows the system to adapt to the new rules of the 

environment and be reborn stronger, so this dynamism 

provides greater stability, adaptability and flexibility to 

companies in the sector. Even so, this dynamic equilibrium has 

its disadvantages, since the dissipative structure, the more 

intricately connected it is, the more energy it will need to 

maintain these connections, in turn becoming more vulnerable 

to external forces. Therefore, both the organization and the 

sector where it is located, as they grow, they will need new 

forms of organization that allow them to recover the simplicity 

of a basic structure. It is at that moment that a hierarchy of 

levels emerges that show self-similarity, transitivity, with each 

other. This hierarchy of levels can be observed in the 

functional organization of the Company. As a company grows 

in complexity, it is necessary to divide it into departments and 

areas that show a characteristic of self-similarity with the 

higher level so typical of complex systems, exactly the same 

as the hierarchy in which systems, organs and human body 

cells are divided. This hierarchy does not end in the company, 

but continues towards the sectors and macro industrial sectors. 

Here we will stop to make a new difference. Companies are 

organized under the direction of a head that designs the 

structure of the organization, this cancels the characteristic of 

self-organization, typical of complex systems. Indeed, the 

functional division within the company, although effective and 

necessary, is not spontaneous, but has been implemented 

vertically throughout the organization. However, from there, 

the new structures (sectors and macro sectors) only show 

regulatory bodies, but not a head that designs and directs the 

form of organization of the sector or macro sector. It can be 

stated then that the industrial sectors are fulfilling the 

characteristics of a complex system, but not the companies. 

The characteristic of self-organization in the industrial sectors 

may not be seen very clearly since they do not become 

consolidated in an organization itself. That is why at this point 

it is necessary to make a difference and say that an industrial 

sector does not necessarily form a complex system as it is not 

an autonomous and spontaneous organization itself, but these 

properties can be found in Michael Porter's industrial clusters 

[57].  

 

 

4. EMERGENCE, CO-EVOLUTION AND CLUSTERS 

 

If companies do not comply with the self-organization 

characteristic, the industrial sectors do not necessarily comply 

with the emergency characteristic. It is not usual to see global 

properties that arise (emerge) spontaneously from the 

interaction of agents or elements in an industrial sector, and 

that are not found in the agents themselves. However, these 

properties can be found in the industrial clusters of Michael 

Porter. Porter [57] defines clusters as geographical 

concentrations of interconnected companies and institutions, 

which operate in a specific field. They group together a wide 

range of industries and other related entities that are important 

to compete. They include, for example, suppliers of critical 

inputs - such as components, machinery and services - and 

providers of specialized infrastructure. Porter [58] adds that in 

many cases the cluster is also extended to channels, customers 

and manufacturers of complementary products. One of the 

requirements of the cluster is that it is concentrated in a limited 
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geographical region, which leads Porter to wonder what force 

leads a group of companies to join without prior coordination 

in a given geographical area. The answer to that question is 

found in the self-organization characteristic, explained in the 

previous section, which describes how a complex system can 

organize itself spontaneously without a clearly attributable 

cause. But in addition to self-organization, Porter's clusters 

show emerging properties of their own interaction. According 

to Porter in the same article, the interaction of companies 

within the cluster increases the productivity of companies 

based in the area, imposes the pace of innovation and 

encourages the formation of new companies that strengthens 

the cluster. These three are emergent properties that are not 

found in any of the isolated elements, but arise spontaneously 

from the interaction of the agents. These same emergent 

properties lead to the co-evolution of the system. According to 

Porter [58], the clusters encourage competition and 

cooperation. The competition is clear between rival companies 

in a cluster, but what is often overlooked is cooperation 

between agents, especially vertical cooperation of companies 

that participate in related industries and local institutions. This 

combination of competence and cooperation leads to a co-

evolution of the agents in the cluster. That is why Porter states: 

"peer pressure and a desire to enjoy a good reputation in the 

local community encourage executives to better themselves" 

[57]. 

 

 

5. CONECTIVITY, NON-LINEARITY AND SUPPLY 

CHAINS 

 

Finally, the last properties can be detected in the structure 

of a supply chain. The connectivity is given through the 

exchange of goods and services that occurs through a supply 

chain. This exchange moves away more and more from a chain 

approaching a network thanks to the intervention of other 

agents such as lenders, exchange platforms, logistics operators, 

etc.; which increases the complexity of the system. The greater 

the degree of connectivity of the system, the more robust it is, 

but at the same time it also increases its complexity, making 

characteristic of self-organization more necessary. The 

connectivity of a supply chain is maximized in an industrial 

cluster, so that non-linearity across the chain, which is also 

present, even in the supply chains of industrial sectors that do 

not form a cluster. Prigogine [22] had already noted that after 

the transition periods between phases of the dissipative 

structures previously described, bifurcation points are 

presented where the system can be inclined, randomly or 

induced, by one or more paths. These bifurcation points are 

also sensitive to the initial conditions so that the smallest 

fluctuation can induce the system to lean towards one or the 

other path. According to the initial definition, we are precisely 

facing the property of non-linearity, which consists in the fact 

that a small cause can generate consequences of great 

magnitudes. In addition to the periods of phase transition 

(which can be clearly identified with periods of economic 

crisis or restructuring of a sector), non-linearity is also 

observable in the so-called whip effect within supply chains. 

The whip effect was first identified by P&G by noting the 

different ranges of variability of its product, Pampers 

throughout the entire distribution chain. According to the 

article published by Lee et al. [59], the variability in the 

demand for diapers in the retailer was small (babies consume 

diapers at a constant rate), however the variability of demand 

at different points in the chain of distribution was growing 

inexplicably. When looking at the back of the chain and 

comparing the variability in demand with the variability in 

orders from its suppliers, such as 3M, the latter was even 

greater, as if the variability grew as you move further away 

from the market regardless of the fluctuations in customer 

orders. Hewlett-Packard found the same phenomenon as 

Bristol-Myers Squibb, McKesson or Longs Drug Stores, so the 

effect is presented regardless of the industry or sector where 

the company is located. 

The increase in variability shows that these systems are 

nonlinear, since a small variation in the level of inventories 

generates large fluctuations in demand. 

 

 

6. CONCLUSIONS 

 

• We cannot say that the company, or even the industrial 

sectors, show all the characteristics of a complex system. 

In the case of business organizations it is not possible to 

see the property of self-organization since all of them are 

structured from a head that dictates their design and order. 

Industrial sectors, on the other hand, do not necessarily 

show the characteristic of emergency, where new 

properties arise that are not found in any of the elements, 

but as a result of the interactions of the elements. These 

characteristics of complex systems are seen mainly in the 

clusters described by Michael Porter, so we can say that a 

cluster meets all the characteristics of a complex system. 

• Focusing on the cluster as a complex system represents a 

profound modification in its analysis and study. The 

characteristics of a complex system cannot be deduced 

from the properties of its parts, but are the result of a 

“supramolecular organization” that emerges 

spontaneously from the system. This implies that the 

question posed by Porter to solve in a cluster: What force 

leads a group of companies to join without prior 

coordination in a given geographical area? loses meaning, 

since this phenomenon occurs as a result of the self-

organization, emergency and non-linear properties of a 

complex system. 

• The classic strategic tools that seek to analyze the system 

by disaggregating it into its components leave out 

important emerging properties of the system when it is a 

cluster and are not even fully applicable to the analysis of 

the environment and internal of a company. To study 

these properties, a holistic approach must be taken that 

prioritizes the exchange of energy of the system with its 

environment according to the behavior of dissipative 

structures. This energy exchange is made up of different 

flows in and out of the system. The main inflow and 

outflow are the flow of money, which is quantified by 

Business Accounting. A second flow consists of the flow 

of materials, which is quantified and controlled by 

Logistics and business production plans. There is also a 

third flow that has gained special importance in recent 

years, becoming one of the main sources of value 

generation in the Information and Knowledge Age: the 

flow of information. The system is immersed in a 

continuous updating and outdating of information, the 

cluster itself generates information towards the 

environment as well as receives information from it. 

• The evolution of the clusters shows the dynamic behavior 

of a dissipative structure, the succession of periods of 
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crisis and stability are a reflection of the succession of 

periods of phase transitions and entropic rest of 

dissipative structures. The property of nonlinearity, where 

a small cause can generate a great effect causes the level 

of uncertainty to grow in this evolutionary process. The 

property of self-organization, however, means that the 

system can be rearranged after the period of crisis and 

adjust to the new environmental conditions. 
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