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 In the digital era, industries such as banking and financial organizations are facing different 

challenges with transaction-related activities. One of the significant challenges in financial 

organizations is Credit card fraud. In order to identify credit card fraud activities. In this 

paper, we employ an integrated hybrid approach using Apache Spark. The proposed hybrid 

approach is the integration of K-Means and C5.0 decision tree with an adaptive method, 

which is examined through Hadoop and Spark. Using K- Means, we find the closest 

clusters, and with the rules of a decision tree, each normal and fraud instance in the dataset 

is classified. This model is evaluated on one million synthetic datasets and achieved a good 

classification rate. We present our model with detailed experimental results and comparison 

with other models. This model is suitable for computationally complex datasets, and it can 

be applied to various fields for anomaly detection on big data. 
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1. INTRODUCTION 

 

With the recent advances in internet-based applications, 

online transactions are being performed in a significant way at 

an exponential rate. The progressing numbers of online 

transactions are to draw illegitimate activities in various forms. 

These transactions leave the logs of card details. When a card 

is gain access to some adversary, an anomalous pattern is 

revealed by the transactions. Such anomalous patterns are 

termed as fraudulent transactions. These types of transactions 

are relatively less as compared to large voluminous genuine 

transactions. Therefore, identifying such unlawful transactions 

is a very problematic job that requires some relative fraud 

analytics. This instance created fraud analytics as a good 

research problem for machine learning and computational 

intelligence research group. Aiming at credit card fraud 

detection [CCFD], many methods have been proposed in 

recent years [1-3]. But, the analysis of the primary task of 

CCFD by considering, concept drift, class imbalance, 

feedback alert with high speed and accuracy have not been 

analyzed with big data technologies. Day-by-day transactions 

and online payments are drastically increasing; as a result, the 

hefty workload on the participating systems. Therefore, the 

computational efficiency of CCFD has become a significant 

factor [4]. The recently generated data, which is higher in 

quantity, arrives into the system with optimum velocity and 

can reach several Zetta Bytes. On such type of transactional 

data, it is difficult to work with traditional systems with greater 

accuracy. Apart from computational efficiency, class 

imbalance and concept drift have to be addressed. 

In real-time, a significant delay problem is observed as a 

major concern in supervised samples [5]. The works proposed 

in recent work, do not pay attention to the feedback 

recommendation [6]. On the other hand, while designing a 

real-time CCFD, sample selection bias (SSB) may be 

considered since feedback is responsible for SSB [7]. This 

makes the additional difference between the distribution of 

tests and training data. One of the important factors needs to 

consider that companies are worried about the accuracy of the 

generated feedback alerts [8]. Big data technologies are the 

best-suited choice to answer this type of computational 

problems [9]. For example, service providers of credit cards 

could earlier analyze merely 3% of its historical data, and after 

each 3 to 4 days, the update was done. The latest CCFD model 

has the ability to analyze the complete historical data in a given 

time frame, with the advantage of current advanced big data 

technologies. At the same time, detection can be done, and 

updates can be created simultaneously for every 2 to 3 hrs. The 

attribution of big data can be done using 4 V’s as; Volume, 

Velocity, Variety, and Veracity [4]. A huge amount of data 

refers to volume. The rate of speed in which data is generated 

as velocity. Variety refers to data heterogeneity. Finally, the 

accuracy of data refers to veracity. 

 

 
 

Figure 1. Credit card fraud detection process 

 

To address the above issues, in this manuscript, we employ 

an integrated hybrid approach [IHA] for the detection of credit 

card fraud using Big Data. We implement the proposed model 

with the functionalities of Apache Spark on the top layer of 

Hadoop with a massive amount of credit card data. Here we 

and presented the working process of credit card fraud 

detection with Figure 1.  

Acceptance check: The acceptance check signifies the first 
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mechanism level in CCFD and carries out standard 

authorizations of the payment process [10]. Acceptance 

checks consist of monitoring the PIN, balance, and an 

available number of attempts, credit limits, and card status. In 

the case of online payments, these tasks have to be performed 

within a few milliseconds and response has been fetched. After 

satisficing the above controls, then the transaction request is 

processed by the next layer. 

Online security check: online security check is processed 

in different phases as transaction blocking rules, Scoring Rules, 

and Data Model. The transaction-blocking rules are framed by 

experts such as if the transaction is from the blocked site then 

denies the transaction. Investigators frame the rules and 

scoring rules manually for CCFD.  

Data-Driven Model: In order to guess the probability of the 

features being a fraud or normal, the classifier adopts a 

statistical model based on historical data. Therefore, the data-

driven models are trained on a set of features and cannot be 

inferred manually. An effective model is estimated to discover 

fraudulent patterns by analyzing several components of the 

feature. As a result, investigator experience goes beyond to 

find the frauds and framing rules. In this paper, we propose a 

new approach to emphasize on this component and improve 

CCFD performance to train, design, and update the data-

driven model. 

Investigators: Investigators are experienced professionals 

in CCFD analysis and responsible for the expert driven model. 

In precise, investigators plan transaction-blocking and scoring 

rules. They imagine all the notified transactions and call 

cardholders for verification, after having verified, they 

confirm “genuine” or “fraudulent” transaction, and update this 

information to the CCFD. These tagged variables are referred 

to as feedback alerts. The primary goal of data-driven model 

is to deliver accurate alerts. The rest of the paper is organized 

in the below manner.  

In section 2 and section 3, we present the currently existing 

credit card fraud detection methods and problems. In section 

4, we present the working of the proposed methodology and 

experimental setup, followed by results and discussion. 

In recent years, credit card fraud detection attracts many 

reach communities and proposed various techniques. In 

machine learning, there are two types of methods, namely, 

supervised methods and unsupervised methods. The 

supervised learning method uses and compiles labeled training 

data whereas unsupervised learning compiles unlabeled 

training data [11]. A popular supervised learning method 

includes the study of decision trees, artificial neural networks, 

etc. A three-layer neural network model helped in detecting 

fraud transactions [12]. To find and learn about the behavior 

of fraud occurrences, Bolton used the group analysis. They 

identified certain breakpoint changes during the conduct of 

payments [13]. Abhinav et al. [11] proposed a CCFD model 

where incoming transactions should not possess a greater 

transfer rate. This transaction is considered to be a fraud by 

using hidden Markov model (HMM). Supervised models are 

the most prevalent in credit fraud detection; a number of 

studies have stated hybrid algorithms to achieve the best 

performance in anomaly detection [8, 14, 15]. As an 

alternative of put forward new techniques in order to obtain 

more accuracy, we aim to achieve the desired goal by 

integrating the existing methods.  

Here, we observe combining different algorithms and 

making a new stable algorithm is in earlier proposed methods. 

Peter et al. [12] merged the fuzzy logic with a genetic 

algorithm and designed the fuzzy evolutionary model to 

classify credit card transactions. Panigrahi et al. [16] proposed 

a new method by combining Dempster-Shafer and Bayesian 

with scoring rules. This method provides scoring optimality to 

identify uneven activities. To detect credit card fraud 

occurrence, Krishna et al. [17] proposed an efficient method 

by combining SSAHA and BLAST algorithms. In this model, 

they study past fraud transactions and classify fraud events. 

Ghanem et al. [18] presented a hybrid approach by applying 

meta-heuristic method for the detection of anomalies. This 

model is proved to be efficient when compared with other 

machine learning models proposed for CCFD. 

 

 

2. PRELIMINARIES 

 

2.1 Big data technologies 

 

In recent days credit card payments are increasing 

immensely in enormous dimensions. The predominant CCFD 

models must be more adaptable and powerful to manage 

extensive volumes of information originating from differing 

sources. Consequently, the best answer to this issue is to make 

use of technologies to store and process a substantial measure 

of information. The most well-known open-source big data 

platform for storing and executing of big data is Hadoop. 

Hadoop Distributed file system (DFS) and MapReduce (MR) 

are used on a wide-scale to handle this type of information. In 

any case, on iterative conveyed processing, Apache Spark 

considered being the best in execution when contrasted with 

Hadoop MR [19]. In Spark's main memory uses to process the 

data on distributed workloads, which leverages with rapid 

execution. Whereas in Hadoop MR the data is stored on the 

disk. On iterative machine learning workloads, Hadoop MR is 

slower when compared to Spark [14, 20, 21]. However, Spark 

does not come up with its own file management system, so it 

requires to be integrated with some other file management 

system. Spark uses Resilient Distributed Datasets (RDDs), 

which is a distributed memory abstraction. RDDs allow the 

user to get the data from a distributed environment with fault 

tolerance. 

 

2.2 K-means algorithm 

 

K-Means is one of the most common and partitions based 

clustering algorithm. To assign the data points, K-Means 

works in an iterative manner. The data points are chosen 

randomly in a cluster and updates the cluster center. This 

process will continue until no change takes place in a cluster 

for a fixed number of iterations. The data points within the 

cluster are similar and dissimilar, which are outside the cluster. 

In K-Means, we define two measures in the form of distance 

between two clusters and data points, respectively. Euclidean 

distance is the most popular method to measure the distance 

between two clusters [22, 23]. Here, z and c are two points in 

Euclidian distance space, and it is calculated as; 
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The algorithmic instance of K-means is presented in the 

following Algorithm 1. 

 

Algorithm1: K means 
Input: Numerical (There must be a distance metric over the 

variable space i.e.  

             Euclidian distance) 

Output: The centres of each discovered cluster and the 

assignment of each input data to a cluster i.e. centroid 

Step1: let x=(xi,x2,…xn) and (ci,c2,…cn) 

Step2: Randomly select C cluster centres 

Step3: while m>itr do 

Step4: for each xi Distance with all centers cj is calculated 

Assign  xi to nearest cj     

           calculate new centroid 

Step5:  end while 

Step6:  End 

 

2.3 Decision tree 

 

The C5.0 algorithm is developed by Quinlan based on the 

decision tree. It is an extension of C4.5, and better than the 

C4.5 in terms of efficiency and memory. In the C5.0 model, 

samples are split on the basis of the highest information gain 

field [18]. C5.0 generates classifiers expressed as decision 

trees, but it can also construct the classifiers in a 

comprehensible rule set form. 

The training data is segregated by using well-defined 

attributes, which is based on the entropy measure commonly 

used in the information theory [19, 24]. Most of the attributes 

are chosen for the classifications based on the highest 

information gain in the decision tree [2, 15]. The algorithmic 

instance of Decision Tree is presented in Algorithm 2. 

Information Gain: 
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I(S) is the entropy of data set and ( )
( )n

n

I S
I S

S
  is 

conditional entropy for the dataset given the variable N. 
Algorithm2: Decision Tree 
Step1: Generate a rule set 

Step2: Pick the most informative attribute 

Step3: Find the partition with the highest information gain 

Step4: at each result node, repeat step1 and step2 

Step5: End 

 

2.4 Real time challenges in CCFD 

 

Class Imbalance problem: Class imbalance arises when 

genuine transactions far be more than the fraudulent ones. In 

credit card transactions, class distribution is very unbalanced, 

and in the meantime, frauds are naturally not more than 2% of 

total transactions [25]. In order to deal this issue, two different 

methods have been proposed as; (i) cost-based methods and 

(ii) sampling methods. Cost-based methods adjust the 

misclassification cost to the smaller class of a learning 

algorithm while sampling methods are used in training to 

maintain the stability of class distribution of the algorithm 

[26]. 

Concept Drift: With the gradual increase in credit card 

transactions, the spending behavior of the credit card holders 

is also changing gradually, which provides scope for an 

increase in new methods of fraudulent activities. This situation 

is called concept drift. Training under the concept of drift is 

one of the challenging tasks for data-driven models. In order 

to handle the concept drift, models were divided into two 

categories they are active and passive methods [27]. As 

incoming data change is detected as soon as possible, 

adaptation classifier updates on current supervised samples 

that are carefully articulated with the present state of the 

process. Passive methods constantly update the classifier when 

new supervised samples are presented without including any 

activating tool. Hybrid methods, sampling methods, and 

classifiers are learned over the current supervised methods, 

and they are extensively examined by using passive 

clarifications [1]. When data is unstable, adaptation is 

frequently attained by merging hybrid models.  

Feedback alert and SSB: The probability of fraud is 

characterized by transaction feedbacks. Feedbacks signify a 

sort of biased training set, i.e., sample selection bias (SSB) [7]. 

In the learning process, in order to decrease the effect of biased 

samples, we use to consider weighting samples. In another 

approach, hybrid models have also been proposed to correct 

sample selection bias [28]. 

 

 

3. PROPOSED METHODOLOGY: INTEGRATED 

HYBRID APPROACH 

 

In this section, we present the proposed hybrid model with 

a feedback mechanism on Spark and Hadoop to handle a large 

amount of data in clusters. In Hadoop Distributed file system 

(HDFS), initially, the data are divided into small fragments 

and disseminated among the nodes in clusters. In order to 

reduce the loss of data, the data chunk is positioned at three 

different replicas in HDFS. Though, the replica factor is 

modified according to the prerequisite. The data are accessed 

from Spark through Resilient Distributed datasets (RDDs).  

On the other hand, K-Means is used for partitioning the 

dataset into K closest clusters. The Decision tree technique is 

then applied on each closest cluster to construct the 

corresponding tree for each cluster and to categorize each 

instance into normal form. The reason for choosing the K-

Means is that its time complexity O(ckm) and space 

complexity O(c+k), where c is the number of clusters, k is the 

number of patterns, and m is the number of iterations. The 

reason for choosing C5.0 is that it is more efficient, and its 

decision tree is smaller in comparison with C4.5. On the other 

hand, the strategy of C5.0 eliminates unnecessary attributes. 

The integrated algorithm is depicted in Algorithm 3. It 

separately contains a classifier of feedbacks F where D 

indicates the test data, and t + 1 indicates transactions at a day. 

At first, we train a classifier exclusively on historical data. 

Second, we train the classifier dynamically based on feedback 

and test data. 

 
Algorithm 3: IHA Algorithm with feedback mechanism 
Step1: Test the instances z(i) where i=1…n 

Step2: Read the data set 

Step3: Randomly select the K initial centroid of the cluster  
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Step4: For every instance z(i) in the data set, find the closest 

cluster using Euclidian distance 

 

D((z(i),c(j), j=1…k, 

d((z(i),c(j))= 2

1
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Step5: Compute the Decision Tree algorithm for closest 

cluster using highest information gain 

Step6: Apply the test instance z(i) with the use of decision 

tree and include it in the cluster 

Step7: Classify the test instance z(i) with the use of decision 

tree and include it in the cluster. 

Step7: If z(i)=F 

           then 

          z(i)=TRAIN(Dt+1……Dt+n) 

          Else 

          z(i)= TRAIN({Ft+1……. Ft+n }+ {Dt+1……Dt+n}) 

Step8: Update classifer with z(i) 

Step9: End 

 
3.1 Result and experimental analysis 

 

To perform extensive experiments, Spark 1.6.0 is installed 

on top of Hadoop 2.6.0 version. With host operating system as 

UBUNTU 14.04 LTS, the methodology is examined on three 

nodes. As two data nodes and one name node are the two 

interior components of a Spark cluster. In a cluster, there exists 

more than one data node and only a single name node. The 

work of the name node is to assign jobs to all the data nodes 

[23].  

 

3.1.1 Data sets 

 

 
(a). Number of fraudulent transactions 

 
(b). Number of fraudulent cards 

 

Figure 2. Number of fraudulent transactions and cards in the   

data sets 

With different transaction occurrences, high velocity is seen 

in the resulting credit card transaction data. This results in the 

uncertainty or veracity in the data. The volume of the credit 

card fraud (ccFraud) dataset is somewhat complex, and 

processing it on a single machine is not possible. Therefore, it 

is executed on the Spark cluster that supports the distributed 

processing entity. We experiment with “ccFraud”, data sets 

which in the public domain [29]. The fraudulent transaction of 

2.96% in the ccFraud dataset renders the veracity in the data, 

which is why ccFraud dataset is highly unbalanced. This 

dataset contains 8 features with one million samples. From 

Figure 2, it is observed that there is a greater number of false 

transactions than false cards. However, in real-time, multiple 

numbers of fraud transactions are not possible with a single 

card on the same day [1]. 

To measure the fraud-detection performance consistently, 

we have removed the card_id variable from all the feature 

vectors to reduce the class imbalance. In the testing process, 

the classifier receives input as a card_id variable, which is a 

critical feature to detect many frauds from the same card on 

different days. In a real-time fraud detection system, once 

credit card fraud is detected, then the card is blocked. 

Therefore, multiple frauds are not possible on the same card. 

Concept drift: To overcome the concept drift, initially, we 

trained the classifier for T days statically and never updated 

and compared with F, then it updates Z(i) as represented in 

algorithm3. 

Sample Selection Bias (SSB): A typical key to correct SSB 

is weighting [19]. It can effectively reimburse the SSB 

presented by the feedback alert. For this reason, we consider 

the feedback F. In feedback interaction, we use weight 

resampling from Bayes theorem. 
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�̂�(SiTj) be the maximum-likelihood to consider risk having 

the grater probability of sample Si occurs in class Tj. 
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• df sj,y the number of days in the training dataset that 

contain the feature and belongs to the class Tj. 

• dfy is the number of days in the training dataset that 

belong to class Tj. 

• +1 and +2 are the parameters of Laplace smoothing. 

      
The selection sample s is a variable, and the value is 1 for 

feedback transaction f otherwise, it is 0. Hence the 

performance is achieved by correcting the weights to 

overcome the SSB and lower the influence of feedback 

samples for fraud detection. Let (x,y) be the probability of the 

sample in the training set. Here, we present the performance 

of f influenced by different parameters such as the number of 

feedback days been considered in the training model. 

 

3.1.2 Training performance 

In order to reduce the computational workloads, the number 

of iterations of each algorithm is fixed to a number of iterations 

while training the model. On Spark Cluster, the training time 

differs as the number of transactions increases, and the 

throughput also changes, but when compared to other models 
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such as HMM [11] and BLAST [17], the proposed model 

performs well. The training performance of the proposed 

model (IHA) is depicted in Figure 3. From Figure 3 we 

observe that when the transactions reach from 500000 to 

1000000.We find no change in execution speed time in 

seconds of proposed model in hence it becomes stable. 

 

 
 

Figure 3. Training performance of the proposed algorithm 

(IHA) on Spark cluster 

 

3.1.3 Streaming detection performance 

In two-node cluster, when the rate of incoming payment has 

differed from 3000 transactions/sec to 60,000 

transactions/second then the delay is observed, as shown in 

Figure 4. When the rate of incoming payment is less than 

15,000 transactions/second, the delay is less than one second. 

Assume that in 48 hrs, the credit card payment system has 

200,000,000, number of transactions. Then the average speed 

of incoming transactions is 23,148 trans/s (200,000,000 

trans/48 hrs). It means our model can support near real-time 

detection. 

 

 
 

Figure 4. Delay detection of streaming on Spark 

 

3.1.4 Receiver operating Characteristic Curve (ROC) 

To check the accuracy of the prediction model, we present 

with ROC curve as shown in Figure 5. The ROC curve is used 

to see the performance of IHA model. Here, the presented 

results are with classification performance 94% in area under 

the ROC curve (AUC).  

Credit card fraud detection has drawn the interest of a 

number of researchers, and for the research communities, it 

has become an interesting research problem as well. A number 

of CCFD techniques have been proposed in recent for the 

detection of credit card fraud, but each of these methods has 

their own advantages and disadvantages [30]. In terms of 

credit card fraud detection, the neural network and Fuzzy 

Darwinian method based CARDWATCH improves the 

accuracy of the system. These methods are not scalable for the 

high computationally complex datasets even though they have 

a positive response rate. The proposed model is more efficient 

in comparison to other models mentioned in the literature [11, 

12, 17, 18]. These methods are not compatible with detection 

of fraud transactions for big data problems.  

 
 

Figure 5. ROC receiver operating characteristic curve 

 

 

4. CONCLUSION AND FUTURE SCOPE 

 

In this paper, we have proposed a Spark-based integrated 

hybrid approach for credit card Fraud detection using big data 

technologies. When a large amount of data is generated by the 

time sequence, it turns out to be a challenging problem. The 

proposed integrated hybrid method is a combination of K-

Means and Decision tree algorithms that can solve big data-

related problems. This IHA model can also handle high-

performance systems with fault-tolerant instances over big 

data. In this paper, we have also presented step by step 

experimental process to analyze the credit card fraud with big 

data technologies. At an average, the classification 

performance of the model was achieved by 94%. The proposed 

Spark-based IHA method is suitable for computationally 

complex problems. In future, this method can be applied to 

various fields for anomaly detection on big data. But extensive 

research is required to bring the model in practice. 
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