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 Controlling the random nature of renewable energy sources such as solar radiation at 

ground, allows electric grid operators to better integrate it. In this paper, an intelligent data-

driven model based on artificial neural network with autoregressive input sequence is 

developed to forecast the global solar radiation (GSR) time series on a half hour resolution 

in the site of Agdal, Marrakesh, Morocco. The database that is used to create this model 

was divided into two subsets. The first subset is used for training the proposed model on the 

data measured during the year 2008 by adopting three efficient optimizers (levenberg-

marquardt, resilient backpropagation, and scaled conjugate gradient). The second 

subset is used for testing the efficiency and the robustness of the developed model to 

generate accurate predictions during the next six years (from 2009 to 2014). The obtained 

results demonstrate the accuracy and the stability of the proposed data-driven model to 

perform prediction in case of GSR measurements intermittence or sensor damage. 
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1. INTRODUCTION 

 

Solar energy is considered as the most effective and 

economic alternative energy resource. It is considered as one 

of the most significant clean and renewable energy sources. 

Designing, controlling, and managing these systems depend 

highly on the measurements of global solar radiation (GSR) 

time series. For this raison, many models have appeared to 

handle this problem, among of them artificial neural networks 

(ANNs) [1]. ANNs known an explosive growth since the 1980 

in several engineering applications such as, meteorological 

prediction [2-4], image processing [5], pattern recognition [6], 

medical fields [7], video processing [8], speech processing [9], 

and so on. 

To solve the problems related to the scarceness or even the 

absence of the global solar radiation parameter, several studies 

have focused on reconstructing the GSR time series using 

different techniques. 

Jallal et al. [1] proposed a new data-driven model based on 

the hybridization of artificial neural network with multi-model 

approach to estimate the hourly global solar radiation time 

series. Sun et al. [10] proposed a predictive machine-learning 

algorithm based on support vector regression that decomposes, 

clusters, and then forecasts the solar radiation time series. 

Bakker el al. [11] adopted different forecasting approaches 

(parametric regression, quantile regression, quantile 

regression neural network, random forests, and gradient 

boosting decision trees) to predict solar radiation 

measurements. Xue et al. [12] applied particle swarm 

optimization and genetic algorithm to regulate the ANN’s 

parameters to forecast daily diffuse solar radiation data using 

a set of exogenous inputs. 

The majority of the developed GSR predictive models in the 

literature present some gaps, such as:  

(1) Most of the GSR time series predictive models are 

based on different meteorological data (air 

temperature, precipitation, humidity…) that need 

more sensors to be employed, which is very expensive; 

(2) Most of the proposed approaches present a large 

number of parameters to be optimized and a set of 

steps to be performed to generate predictions, which 

increase the training process time of the predictive 

model; 

(3) The inputs features selection techniques are needed to 

determine which exogenous inputs are relevant to 

generate predictions, which penalizes hardly the 

training process time. 

 

As a solution for the previous mentioned gaps, the prime 

objective of this paper is to build an accurate, fast, and robust 

data-driven-based ANN to predict GSR data in half hour 

resolution by using only the historical measurements of GSR 

parameter as exogenous inputs without any need to other 

meteorological data. 

The key elements of innovation of the present paper are the 

following: 

(1) An AI data-driven approach with a fewer number of 

parameters to be optimized is proposed in order to 

make the training process faster; 

(2) The accuracy and the stability of the proposed 

technique are evaluated to forecast the chaotic 

behavior of the GSR time series; 

(3) The developed data-driven model presents a high 

efficiency to infer the relationship between the 

endogenous inputs and the next GSR value based only 

on the GSR data recording during the year 2008; 

(4) The proposed technique shows a high accuracy to 

forecast the GSR time series during the next six years 

(from 2009 to 2014); 
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(5) The proposed approach achieved a superior 

forecasting performance for GSR time series 

compared to the other predictive techniques. 

 

 

2. ARTIFICIAL NEURAL NETWORK MODEL 
 

Artificial neural network (ANN), which is analogue the 

computer systems inspired from studies on the human brain, is 

considered as a new approach for information processing by 

learning this information and making it available to use in 

order to solve efficiently several engineering problems. Such 

as, classification [13], control [14] and so on. However, neural 

networks are generally used to analyze particular types of 

problems among them prediction. The precision of the 

prediction depends on many factors, such as the quantity and 

the relevance of the input data [1].  

In the literature, neural networks have found great success 

in modeling and predicting the GSR time series at full time 

scale (hourly, daily or even monthly) and for several localities 

in the world [15-17]. 

 

2.1 Model of a formal neuron 

 

A formal neuron is a nonlinear function that generate an 

output signal, which is depend on the setting parameters called 

synaptic weights and biases. Figure 1 shows a graphic 

representation of a formal neuron model [18].  

The formal neuron is described in Figure 1. 

 

 
 

Figure 1. Formal neuron model 

 

The following pair of equations approximate the neuron’s 

output: 

 

𝑢𝑖 = ∑ 𝜔𝑖𝑗𝑥𝑗
𝑛
𝑗=1      (1) 

 

ℎ𝑖 = 𝜓(𝑢𝑖 + 𝑏𝑖) (2) 

 

where, 

𝑛 is the number of input signals; 

𝑥𝑗  is the 𝑗𝑡ℎ input’s signal; 

𝜔𝑖𝑗  are the synaptic weights; 

𝜓 is the activation function; 

ℎ𝑖 is the 𝑖𝑡ℎ neuron’s output signal; 

𝑏𝑖 is the neuron’s bias. 

2.2 Architecture of the artificial neural network 

 

The most common neural network model is the multilayer 

neural network. This type of neural network is known as a 

supervised learning algorithm that involves a desired output to 

train their parameters. The notation 𝐼 − 𝐻1 − 𝐻2 − 𝑂 refers 

to a multilayer neural network with two hidden layers. The 

first layer have 𝐼 neurons is called the input layer, the middle 

layers are the hidden layers with 𝐻1, 𝐻2 neurons, where their 

outputs are calculated by Eq. (3) and Eq. (4), respectively. The 

last is the output layer equipped with 𝑂  neurons, which is 

computed by Eq. (5) [1]. The Figure 2 depicts a neural network 

without a feedback reaction with two hidden layers. 

 

 
Figure 2. Architectural diagram of a multilayer neural network with two hidden layers 
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ℎ1,𝑗 = 𝜓(∑ 𝜔𝑖𝑗𝑥𝑖

𝐼

𝑖=1

+ 𝑏1,𝑗) (3) 

 

ℎ2,𝑚 = 𝜓(∑ 𝜔𝑗𝑚ℎ1,𝑗

𝐻1

𝑗=1

+ 𝑏2,𝑚) (4) 

 

𝑦𝑘 = 𝜑(∑ 𝜔𝑚𝑘ℎ2,𝑚
𝐻2
𝑚=1 + 𝑏3,𝑘)    (5) 

 

where, 

𝜓 is the hidden layers activation function; 

𝜑  is the output layer activation function; 

𝜔𝑖𝑗  are the weights between the input and the first hidden 

layer; 

𝜔𝑗𝑚 are the weights between the first and the second 

hidden layer; 

𝜔𝑚𝑘 are the weights between the second hidden layer and 

the output layer; 

𝑏1,𝑗 are the biases of the first hidden layer; 

𝑏2,𝑚 are the biases of the second hidden layer; 

𝑏3,𝑘 are the biases of the output layer; 

𝑥𝑖 are the inputs of the ANN model; 

ℎ1,𝑗 are the outputs of the first hidden layer; 

ℎ2,𝑚  are the outputs of the second hidden layer; 

𝑦𝑘  are the outputs of the ANN model. 

 

After defining the ANN architecture, an efficient optimizer 

needs to be applied in order to adjust the ANN parameters 

(wiegths and biases). In the present study, three efficient 

backpropagation (BP) optimizers (levenberg-marquardt, 

resilient backpropagation, and scaled conjugate gradient), 

were adopted to train the ANN parameters [1]. The BP 

optimizers are based on computing the gradient of the ANN 

output error 𝑒 over the network’s weights and biases.  

The prime objective of the ANN training process is to 

minimize the error function 𝑒 expressed as follows: 

 

𝑒 = ∑ ∑ (𝑦𝑘,𝑖 − �̂�𝑘,𝑖)
2

𝑁

𝑖=1

𝐾

𝑘=1
 (6) 

 

where, 

𝐾 is the number of outputs; 

𝑁 is the length of output vectors; 

𝑦𝑘,𝑖  is the 𝑖𝑡ℎ pattern of the 𝑘𝑡ℎ desired output; 

�̂�𝑘,𝑖  is the 𝑖𝑡ℎ pattern of the 𝑘𝑡ℎ ANN’s predicted output. 
 

Then, the gradient values are applied for tuning the ANN’s 

parameters using the following updating formula [19]: 

 

𝑤𝑖𝑗(𝐼𝑡 + 1) = w𝑖𝑗(It) + 𝜇∆𝑤𝑖𝑗(𝐼𝑡) (7) 

 

with 

 

∆𝑤𝑖𝑗(𝐼𝑡) =  
𝜕𝑒(𝐼𝑡)

𝜕𝑤𝑖𝑗(𝐼𝑡)
 (8) 

where, 

𝐼𝑡 is the current iteration; 

𝜇 is the learning rate of the ANN model. 

 

 

3. DATABASE DESCRIPTION AND VISUALIZATION  
 

The database used in the present study is constructed from 

the GSR measurements at the weather station, Agdal, 

Marrakesh, Morocco. These measurements were recorded 

each half hour from sun set to sun rise during 7 years, from 

2008 to 2014, with (t = 1, ..., 122736). 

In Figure 3, the GSR parameter evolution during seven 

years was depicted. 

 
 

Figure 3. Half hour evolution of the GSR time series at Agdal, Marrakesh, Morocco during the period 2008 to 2014 

 

 

4. RESULTS AND DISCUSSION  

 

4.1 Development of the GSR predictive model 

 

In this study, an intelligent data-driven model is proposed 

to forecast the next value of GSR parameter using 24 

endogenous inputs of the same parameter that is recorded in 

the past 24 half hour. The developed model is applied to 

monitor the GSR time series and generate an accurate 

synthetic data of this parameter when missing data are detected. 

The description of the proposed approach to forecast the 

GSR data is defined in Figure 4.  
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The first option to create the proposed model is related to 

the distribution of the database. The first subset of GSR data 

measured during the year 2008 are used for training the 

network’s parameters and the second subset is used for testing 

the efficiency and the robustness of the developed model to 

generate accurate predictions during the next six years (from 

2009 to 2014). 

To design the proposed data-driven-based ANN model a 

number of steps need to be followed (Figure 5). 

To demonstrate the efficiency and the robustness of the 

developed model, the number of hidden layers, number of 

neurons in the hidden layer, activation functions, and training 

algorithms need to be determined. The optimal ANN structure 

is the one that minimize the mean squared error (MSE) defined 

by the following equation [18]: 

 

𝑀𝑆𝐸 =
1

𝑁
∑ (𝑌𝑗 − 𝑌𝑖)

2
𝑁

𝑖,𝑗=1
 (9) 

 

where, 

𝑌𝑗 is the ANN model output; 

𝑌𝑖 is the target (the desired output); 

N is the number of samples. 

 

 
 

Figure 4. Architecture of the proposed approach 

 

 
 

Figure 5. Basic flowchart for artificial neural network design 

 

4.2 Number of hidden layers 

 

Before inspecting the effect of the hidden layer’s number on 

the prediction precision, the LM optimizer and the tangent 

activation function were adopted by the initial ANN model. 

In Table 1, the effect of increasing the hidden layer number 

was investigated. The obtained values of the MSE demonstrate 

that the best choice is to use a single hidden layer, where the 

increase of hidden layers’ number increases the computing 

burden without any gain in performance. 

 

Table 1. Performance of the predictive model in terms of the 

MSE indicator during the training and the testing phases 

based on the number of hidden layers 

 
Number of hidden layers Train MSE Test MSE 

1 

2 

3 

2.27 10-3 

2.32 10-3 

2.42 10-3 

2.35 10-3 

2.44 10-3 

2.57 10-3 

 

In the following sub-section, the developed ANN model 

uses a single hidden layer as an optimal choice, and then the 

effect of the activation functions is examined. 

 

4.3 Selection of the best activation function 

 

To find out the corresponding activation function for the 

hidden layer’s neurons, the ANN structure was evaluated by 

different activation functions. 

The determination of an appropriate ANN activation 

function play a key role to improve the prediction accuracy. 

Several activation functions were adopted by the ANN 

neurons [18], among them are: 
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• Linear activation function (purelin),  

• Log-sigmoid activation function (logsig), 

• Hyperbolic or bipolar tangent activation function 

(tansig), 

• Radial basis activation function (Radbas). 

 

The results presented in Table 2 demonstrate the 

performance of the hyperbolic tangent activation function 

(Tansig) to perform accurate GSR predictions. Then, this 

activation function was adopted to approach the inputs’ non-

linearity.  

For the output layer a linear activation function was adopted 

in order to overcome the divergence of the developed model 

to predict the target (GSR). 

In the subsequent sub-section, the number of neurons in the 

single hidden layer’s ANN is studied. 

 

Table 2. Performance of the hidden layer’s activation 

function in terms of the MSE indicator during the training 

and the testing phases 

 
Hidden layer activation function Train MSE Test MSE 

Logsig 

Tansig 

Radbas 

2.31 10-3 

2.27 10-3 

2.28 10-3 

2.39 10-3 

2.35 10-3 

2.38 10-3 

 

4.4 Number of neurons in the hidden layer 

 

To define the best number of neurons in the hidden layer 

there is no deterministic approach that can determine 

efficiently this number. For this reason, the number of neurons 

in the hidden layer was increased from the value 1 and the 

MSE values that are correspond to each hidden layer’s neurons 

are recorded during the training and the testing phases. The 

best neuron number is the one that minimize the MSE 

indicator. 

From the results depicted in Figure 6, the best hidden 

neurons number 𝑛 that minimize the MSE indicator and the 

computing time during the training and the testing phases is 

𝑛 = 1. 

 

 
 

Figure 6. Training and testing MSE values versus the 

number of hidden neurons 

 

In the next sub-section, the performance of three BP 

algorithms was evaluated in order to adjust efficiently the 

developed model’s parameters.  

 

 

4.5 Selection of the training algorithm 

 

There are various backpropagation algorithms, in this study, 

three training algorithms are used, which present a good 

performance in different field of research, such as scaled 

conjugate gradient (SCG), levenberg-marquardt (LM) and 

resilient backpropagation (RP) [1].  

The graphs below shows the evolution of the training MSE 

values versus the number of iterations for the three optimizers. 

From the attained values of MSE during the training phase 

that are depicted in Figure 7, the LM algorithm is the most 

performant one to train the synaptic weights and biases of the 

developed ANN’s structure with the best convergence time. 

Then, this algorithm is applied to train the final ANN’s 

configuration. 
 

 
 

Figure 7. Training and testing MSE evolution versus the 

number of iterations 

 

4.6 Performance synthesis of the developed model 

 

To present the performance results of the developed data-

driven model, the scattering diagram accompanied with the 

correlation coefficient (R) is applied in order to determine the 

relationship between the measured and the predicted GSR time 

series during the training and the testing phase. 

The scattering diagrams results that are presented in Figure 

8 demonstrate the accuracy and the stability of the proposed 

approach to forecast efficiently the GSR time series during the 

training and the testing phases.  

Based on the correlation coefficient (R) values given by 

Figure 8, the developed data driven model achieved a 

precision of 99.12% to map the relationship between the 

endogenous inputs and the next GSR values in the training 

process based on the measurements of the GSR time series 

recorded in the year 2008. Besides, a prediction accuracy of 

99.13% is achieved in the testing phase to forecast the GSR 

data during the next six years (from 2009 to 2014). 

Figure 9 compares Violin plots of the measured versus the 

predicted time series during the training and the testing phases.  

From Figure 9, we notice a good agreement between the 

measured data and the developed model in the training phase. 

Based on the attained results of these graphs (Figure 9), the 

proposed data-driven model forecast the target accurately, 

where the predicted time series has approximately the same 

mean, median, and shape compared to the measured GSR time 

series. 
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(a)                                                                                       (b) 

 

Figure 8. Scattering diagrams during the training (a) and the testing (b) phases 

 
(a) 

 
(b) 

 

Figure 9. Violin plots during the training (a) and the testing (b) phases 

 

In Table 3, the performance of the proposed AI data driven 

approach was compared with previous related works in terms 

of the correlation coefficient (R). It can be observed from the 

presented results in Table 3 that the proposed approach 
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achieved a superior forecasting performance for GSR time 

series compared to the other predictive techniques. 

Overall results demonstrate the high performance of the 

proposed model to be implemented in Agdal weather station 

of the city of Marrakesh, Morocco, to generate accurate GSR 

predictions in case of intermittence of their measurements or 

sensor damage. 

Figure 10 gives the identified structure of the proposed 

predictive model based on the LM optimizer. 

 

 
 

Figure 10. Identified structure of the proposed data-driven model 

 

Table 3. Validation of the proposed model against well-

established predictive models on solar radiation forecasting 
 

References Study location Applied 

techniques 

R 

(%) 

[20] (2018) 

[21] (2018) 

 

[21] (2018) 

 

[21] (2018) 

 

[22] (2019) 

[22] (2019) 

[23] (2020) 

[23] (2020) 

[23] (2020) 

Present study 

(2020) 

Toledo, Spain 

Adrar, Algeria 

 

Tamanrasset, 

Algeria 

 

Ghardaia, 

Algeria 

 

Adana, Turkey 

Antakya, Turkey 

İstanbul, Turkey 

Tekirdağ, Turkey 

Muğla, Turkey 

Marrakesh, 

Morocco 

SVR-PLS 

Empirical 

model 

Empirical 

model 

Empirical 

model 

DENFIS 

DENFIS 

PVGIS 

HELIOSAT 

HELIOSAT 

Proposed 

approach 

93.3 

96.7 

 

92.9 

 

82.5 

 

94.2 

97.9 

97.1 

97.2 

97.6 

99.13 

 
 

5. CONCLUSION 

 

In this study, an intelligent data-driven model is proposed 

to forecast the next value of GSR parameter using 24 

endogenous inputs of the same parameter that is recorded in 

the past 24 half hour. The developed model demonstrate a high 

accuracy and stability to monitor the GSR time series in the 

half hour resolution and proves its efficiency to generate an 

accurate synthetic data of this parameter when missing data 

are detected or in the case of sensor damage without any need 

to other meteorological data.  

The proposed AI data-driven approach achieved a high 

accuracy to approach the chaotic behavior of the GSR time 

series with a few numbers of parameter to be optimized. This 

feature makes the training process faster and the model more 

stable to perform predictions. 

Future researches will focus on two aspects: (1) the 

prediction generated by the developed model will be used for 

monitoring the energy production of a solar energy system; (2) 

the integration of some new metaheuristic algorithms with the 

present model will be studied.    
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