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 Informatization level is an important criterion for the intellectualization of modern 

enterprises, and enterprise informatization software is a key part of the implementation of 

enterprise informatization. In this selection process, there exist the problems such as multi-

factor constraint, ambiguity, and low distinguishing ability etc. To solve these problems, 

the author attempted to explore the model and algorithm of enterprise informatization 

software selection based on the grey relational analysis (GRA). First, the decision indicators 

were defined and then weighted using the fuzzy decision analysis method. Secondly, in 

view of the uncertainty of decision analysis in the software selection of enterprise 

informatization, the GRA was proposed to establish the calculation model of grey 

correlation degree, and the basic framework and algorithm were also given. Finally, the 

model and algorithms proposed were verified through case analysis. The research findings 

provide a theoretical support for the fuzzy decision analysis of complex system, and also 

have signification application value to the fuzzy decision and evaluation issues in complex 

system engineering. 
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1. INTRODUCTION 

 

The development of modern enterprises is closely related to 

the level of enterprise informatization. The efficient design 

and utilization of enterprise informatization software is an 

important guarantee for improving the level of enterprise 

informatization [1, 2]. The enterprise informatization software 

system is one of the important links for the development of the 

entire enterprise. With the rapid development of modern 

information technology, the selection and development of 

enterprise intelligent software systems have gradually become 

a research hotspot [3-5]. Especially the implementation of 

Enterprise Resource Planning (ERP) [6, 7] and Product Data 

Management (PDM) [8, 9] have also posed higher 

requirements for enterprise informatization software. For this, 

a well-operated enterprise informatization software will be 

very conducive to the improvement of the enterprise's 

operating efficiency and enhance its market competitiveness. 

The software selection of enterprise informatization is a 

complex decision analysis process, due to the constraints of 

multiple factors. At present, the research on the selection of 

enterprise informatization software can be roughly divided 

into three aspects: the influencing factors; the evaluation and 

decision indicators; the evaluation and decision model and 

algorithm of software selection. For instance, Zong and Wang 

[10] summarized the quality of software systems based on 

neural networks, and analyzed the evaluation contents of 

software quality such as attributes selection, target 

determination, model establishment, and neural network 

learning. According to the requirements of aerospace software 

quality management, Mei et al. discussed the selection of 

aerospace software system based on test process management 

[11].  Adewumi et al. [12] reviewed and analyzed the quality 

evaluation model of open source software systems in order to 

examine the characteristics, unique advantages and limitations 

of the existing open source quality model. Washizaki [13] 

explored common pitfalls and countermeasures in software 

quality measurement and evaluation, and analyzed uncertainty 

prediction, machine learning-based algorithms, and evaluation 

of standards and models. From the perspective of user needs, 

Yue and Zhang [14] proposed a software quality evaluation 

model based on group decision making and projection 

measures. Wu et al. [15] established a software project 

performance evaluation system and provided a fuzzy 

evaluation model for software project performance based on 

grey cluster analysis. However, following the development of 

computer science and the progress of the society, the demand 

model for enterprise informationization has been constantly 

improved, and the related software systems also vary. 

Therefore, the influencing factors and decision indicators of 

software selection should be changed. Meanwhile, because of 

the inevitable existence of uncertainty factors in the process of 

software selection, it is essentially a fuzzy decision analysis 

process. Grey relational analysis, with a good application 

effect on dealing with fuzzy uncertainty problems, has been 

widely used in engineering [16-19], and achieved good 

application results. But it needs to be further studied on how 

to effectively transform the grey correlation coefficients to 

proximity of fuzzy decision in complex systems. In view of 

the above, this paper conducts a targeted analysis for the 

software selection of enterprise informatization based on the 

grey system theory [20-23]. It also deeply analyzes the key 

contents of the multi-attribute decision analysis such as index 

selection, weight generation, algorithm implementation etc. 

Finally, a selection model of enterprise informatization 

software based on GRA was established. 
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The paper consists of five parts. The first part performs the 

decision analysis for the selection of enterprise informatization 

software, and introduces the related developments and existing 

deficiencies; the second part expounds on the decision 

indicators for software selection; the third part discusses the 

weights of AHP-based software decision indicators; the fourth 

part gives an in-depth discussion on the generation of the 

software selection model, and the algorithms; the fifth part 

compares and analyzes the model and algorithms of enterprise 

informatization software selection based on grey relational 

analysis, and then gives the relevant analysis results; the last 

part is the conclusion. 

 

 

2. ESTABLISHING DECISION INDICATORS FOR 

SOFTWARE SELECTION 
 

The software selection of an enterprise is generally made by 

comprehensively considering its influencing factors such as 

enterprises’ own development needs, informatization software 

development, and software developers or service providers. 

Especially with the mature development of network 

technology and information technology, it’s more necessary to 

include various factors. 

 

2.1 The enterprise’s own development needs A1 

 

(1) Basic informatization conditions for A11  

The development of informatization software systems 

requires the hardware facilities and soft power of enterprises. 

It also involves the production mode, organizational structure, 

and personnel quality of the enterprise. 

(2) Management ability and level A12 

A good environment, and supporting high-efficiency 

information management technology levels and abilities are 

necessary. 

(3) Functional requirements and goals A13 

The development of informatization software system should 

combined with the actual situation of the enterprise in terms of 

production, operation, management, and sales, and also 

integrates its mid-to-long-term and short-term development 

plans and goals. 

 

2.2 Information software system development A2 

 

(1) Adaptability A21 

It should be considered in two aspects: the integration and 

good secondary development performance of software system; 

its ability to adapt to different platforms. 

(2) Operability A22 

It mainly refers to whether the software system is 

convenient for use by different levels of designers, managers, 

etc., and whether it is convenient for the implementation of 

work processes and efficiency. 

(3) Functionality A23 

The development of informatization software system needs 

to consider: the aspects of enterprise information management 

to be satisfied; the way to implement the enterprise 

information management function; the degree of enterprise 

information management, that is, the degree of achievement. 

(4) Integration A24 

It needs to be considered in two aspects: one is the 

completeness of the software system to meet the needs of the 

enterprise informatization, and the other is the integration 

degree of software system functions, that is, the seamless 

integration of interfaces, and applications, etc. 

(5) Upgradability A25 

It is mainly the ability to upgrade software systems, 

especially the implantability and integration of new 

technologies and functions. 

(6) Reliability and safety A26 

It mainly means the possibility that the software system does 

not fail, and the function crashes, as well as the ability that the 

software system is not maliciously modified, destroyed, and 

leaked. 

 

2.3 Software developers or service providers A3 

 

(1) Development cycle A31 

Software developers or service providers should be capable 

of controlling the software system's R&D, upgrades, and 

services in accordance with the development needs of the 

enterprise. 

(2) Economy A32 

The design, development, maintenance, and repair costs of 

the software system should be consistent with the budget range 

of the enterprise. 

(3) Maintenance and service capabilities A31 

It refers to the follow-up software system maintenance and 

service work provided by software developers or service 

providers. 

  

 

3. WEIGHTING THE DECISION INDICATORS FOR 

SOFTWARE SELECTION  

 

The weight of decision indicators for software selection 

essentially means the importance of different decision 

indicators in software selection, that is, the ability to contribute 

to decision-making results. Considering that the decision-

making process of software selection is based more on 

qualitative decision information, this paper chooses the AHP 

method that is more systematic, based on less quantitative 

information, and simple and practical, to obtain the weights of 

decision indicators [24-26]. 

Assuming that there is a total of K decision indicators A at 

a certain layer, the decision matrix at this layer is obtained 

using a 1-9 scale method: 
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And, the decision matrix has the following characteristics: 
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Normalize the decision matrix D : 
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Then, the relative weight value ijw is given as: 
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Perform the consistency check of the decision matrix D : 
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/CR CI RI=  (6) 

 

At CR0.1, it indicates that the consistency of the decision 

matrix is acceptable; otherwise, the judgment matrix needs to 

be reset. 

Therefore, the above method was used to obtain a decision 

matrix DA of the criterion layer, and also the corresponding 

weight sequence WA: 
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The decision matrix of the decision indicator at each 

criterion layer should be obtained first: 
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Next, the weight sequences of the corresponding decision 

indicators are derived as:  
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4. THE SOFTWARE SELECTION MODEL AND 

ALGORITHM BASED ON GRA 

 

4.1 Generation of grey sequences in software selection 

 

The software selection aims to determine the advantages 

and disadvantages of software, so it is necessary to classify the 

selected software systems into different levels based on 

decision indicators, and the decision indicators corresponding 

to each level form a grey comparison sequence. There were 

three levels: excellent, good, and general, corresponding to the 

Level I, II and III, respectively; the interval scale of level I was 

[0.90,1.00], and the reference scale was taken as 1.0; the 

interval scale of level II was[0.70,0.90], and the reference 

scale was 0.8; the reference scale of level  III was 0. If there 

are n decision indicators x on the corresponding criterion layer, 

the relevant grey comparison sequence is: 
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For the software system to be decided, its corresponding 

decision indicators form a grey reference sequence Xo: 

 

 1 2, , , ,o o o onX x x x=  (8) 

 

where, xoi1in is the value of the decision indicator 

corresponding to the software system to be decided. 

 

4.2 Calculation model for grey correlation in software 

selection  

 

Based on the grey reference sequence Xo and the grey 

comparison sequence XpP=I,II,III, we obtained the maximum 

absolute difference d
max 

iP  between two levels for the decision 

indicator i in the software selection: 

 
max

iP oi iP
P i

d max max x x = −  (9) 

 

The minimum absolute difference d
min 

iP  between the two 

levels for decision indicators i  is given as: 

 
min

iP oi iP
P i

d min min x x = −  (10) 

 

Based on the grey reference sequence Xo and grey 

comparison sequence XpP=I,II,III for software system 

selection, we obtained the grey correlation coefficient of 

decision indicators i: 
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where,  is the distinguishing coefficient, which is generally 

taken as =0.5. 

Given that the weight of the decision indicator i is wi, then 

the grey correlation oP between the grey reference sequence 

Xo and the grey comparison sequence XpP=I,II,III is given as: 

 

( )
1

n

oP i iP
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4.3 Optimization of grey correlation in software selection 

 

According to the grey system theory, the GRA is mainly to 

compare the shape similarity between the grey reference 

sequence and the grey comparison sequence. But in fact, there 

is still certain location proximity between them. To ensure 

more reliable decision-making results, the location of the grey 

correlation oP was optimized to obtain the location proximity 

oP. In this paper, Euclidean distance was used as the 

calculation model to achieve the location optimization of the 

grey correlation degree oP. 
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Then, the constructor (oP,) is calculated as: 
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Taking the derivatives of the variables oP and , we 

obtained the optimized location proximity oP in the software 

selection: 
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4.4 Algorithm implementation for software selection 

 

Based on the above, it can be seen that in the software 

selection process, the large location proximity oP obtained 

based on the grey correlation indicates a closer relationship 

between the grey comparison sequence and the grey reference 

sequence. Thus, the attribution level of the software system 

selection can be obtained: 

 

( )| max |oS oPI S III I P III   =    (17) 

 

Figure 1 shows the basic process of the algorithm 

implementation in the selection of enterprise informatization 

software based on the GRA. 

 

 
 

Figure 1. Basic process of the algorithm implementation in the selection of enterprise informatization software 
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5. CASE VERIFICATION AND ANALYSIS 

 

Taking one steel company and one software development 

company for case analysis, the steel company has continuously 

expanded business scope in recent years, leading to a rapid 

increase in the knowledge and information of production, 

design, management, and sales, so an information-oriented 

knowledge management system is urgently needed; this 

software development company made a bid for this, and 

obtained the score results of various items after expert review, 

as shown in Table 1.

 

Table 1. Review data of the selected software system 

 
Basic 

conditions 

A11 

Management 

ability and level 

A12 

Functional 

requirements and 

goals A13 

Adaptability A21 Operability A22 Functionality A23 

0.90 0.80 1.00 0.80 0.90 0.90 

Integration 

A23 
Upgradability A25 

Reliability and safety 

A26 

Development 

cycle A31 
Economy A32 

Maintenance and 

service capacity 

A31 

0.60 0.80 0.80 0.60 0.90 0.90 

According to the calculation model, the grey correlation 

coefficient between the bidding software and the three review 

levels was obtained, as shown in Table 2. 

 

Table 2. Calculation results of grey correlation coefficients 

 
Criterion 

layer 

Decision 

indictor layer 

Levels 

I II III 

A1 A11 0.833 0.833 0.357 

A12 0.714 1.000 0.385 

A13 1.000 0.714 0.333 

A2 A21 0.692 1.000 0.360 

A22 0.818 0.818 0.333 

A23 0.818 0.818 0.333 

A24 0.529 0.692 0.429 

A25 0.692 1.000 0.360 

A26 0.692 1.000 0.360 

A3 A31 0.647 0.846 0.524 

A32 1.000 1.000 0.407 

A33 1.000 1.000 0.407 

 

Similarly, the grey correlation and location proximity 

between the bidding software system and the three review 

levels were obtained using their respective calculation models, 

as shown in Table 3. 

 

Table 3. Calculation results of grey correlation and location 

proximity 

 
 Level I Level II Level III 

Grey correlation 0.795 0.857 0.374 

Location proximity 0.843 0.865 0.292 

 

It can be seen from the data in Table 3 that on the one hand, 

the decision-making results have better consistency, but they 

are more in line with the actual situation, that is, the difference 

between the I level and the II level is not obvious, and the 

selection software system is between excellent and good level; 

on the other hand, the distinguishing coefficient of the 

optimized algorithm is higher, which is more conducive to 

displaying the bad decision results. 

 

 

6. CONCLUSIONS 

 

This paper first discusses about the problems with enterprise 

informatization software selection, analyzes the related 

influencing factors, and then defines the decision indicators for 

the software selection. Meanwhile, considering the 

information ambiguity in the selection process, it studies the 

software selection model based on the GRA, and gives the 

grey correlation degree and the optimized location proximity 

model, and also related implementation algorithm for selection 

of enterprise informatization software. Finally, the case 

analysis was performed to achieve the simulation results, 

verifying the model and algorithms. 
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