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In modern system e-commerce is developing in fast and it makes the availability of 
resources and services on the internet colorful.   In today's e-commerce world day by day 
the data is increasing tremendously and this data should be used effectively. Data mining 
techniques produce useful knowledge for decision makers from high dimensional 
databases. Association rule mining is a used in e-commerce data analysis to realize cross 
selling and patterns generated can be used as recommendation system. Numerous models 
have been studied in both frequent as well as infrequent pattern mining in marketing 
applications which have some unsolved issues yet. A novel weighted based frequent and 
infrequent pattern mining model for real time e-commerce databases is proposed to find 
weighted based frequent and infrequent patterns from large data bases. Here weighted 
infrequent ranking measure is used to filter the infrequent product from the frequent 
associations. In this model a real-time e-commerce application is designed for pattern 
extraction process.  This model is implemented in Java on real time e-commerce database 
(flip cart database).  This model generates weighted based frequent and infrequent 
patterns based on user selected feature product in e-commerce database. This model is 
also implemented on distributed market database (training database), cloud database and 
medical database. 
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1. INTRODUCTION

Data, the collection of raw facts, is considered as basic form
of information. This data has to undergo a number of steps in 
order to create knowledge. The steps are collection, 
management, mining and interpretation [1]. In today's e-
commerce world day by day the data is increasing 
tremendously and this data should be used effectively. 
Collected data must be systematically processed and arranged 
properly by various techniques and tools as databases and data 
warehouses. Data mining tools were applied on that data for 
discovering hidden knowledge. As the size of data increases, 
it creates many problems in detecting the hidden patterns 
among various attributes. The discovered patterns are so 
important in e-commerce system in order to make decisions 
and e-commerce system provides a best work bench for data 
mining [2-4]. Cross selling analysis is a marketing method 
which is helpful in improving customer value, for maintaining 
more relations between the enterprise and the customer, and it 
demonstrates that the more dependent the customer will be on 
the enterprise, the higher the loyalty will be [5]. 

Association pattern mining is one of the data mining 
processes used in e-commerce. It examines the buying habits 
of various customers and helps in deciding the layout of the 
products in the virtual store and how promotions are to be 
bundled. It can also be used to improve the sales of different 
products by suggesting additional products that are related to 

the purchased products for the customer. In addition, in e-
commerce, latest products have to be launched regularly while 
existing ones are excited to assure the increasing demanding 
needs of customers. From the discussion it is clear that the 
items in database are changed often. Unfortunately, existing 
algorithms assume that the set of unique items is fixed and 
hence, each time items are added or removed, the algorithms 
must discard valuable past mined results and re-mine the 
database. Finally, because the data in e-commerce is far too 
dynamic and volatile, there is no good way to decide on a 
suitable support threshold for the mining process. Using too 
high a threshold may result in too many useless rules while too 
low a threshold may result in certain important rules being 
passed over. Therefore, the database must be mined with 
several different support thresholds before an optimal 
threshold can be determined [6]. 

2. LITERATURE REVIEW

2.1 FP-Growth* algorithm 

FP-Growth* algorithm basically implemented the data 
structure of traditional FP-Tree technique and merged it with 
array-based approaches. This will produce numbers of 
optimization approaches. Array based approaches are 
responsible to decrease the overall traversal time of the 
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conventional FP-Tree model. Additionally, the proposed 
algorithm also decreases memory consumption rate of FP-
Growth Algorithm.  The original FP-Growth* algorithm is 
modified and enhanced to form a new algorithm which is 
called as Broglet’s FP-Growth algorithm [7].  

 
2.2 IFP-min algorithm 

 
Generally, all items presented in the processed database are 

frequent in nature. The proposed approach detects data access 
into two separate sets, those are residual database and 
projected database. Initially, the approach is implemented in 
case of residual database. If there is only a single item 
available in database, the item set must contain only that single 
item. After implementing in residual database, the above 
algorithm is now implemented in projected database. The 1f-
item is appended as prefix to the item sets of projected 
databases [8]. MIIs are generated from the projected database 
by implementing the above algorithm recursively. Both the 
MIIs produced from residual and projected database are 
analyzed and compared with each other. When an item set is 
detected in the second set of MIIs, then it is not reported. The 
LF-item is added with the other terms of item set and produced 
as an MII of the original database.  

 
2.3 Weighted association mining algorithm 

 
A transaction tree is almost equivalent to FP-tree, except 

having header table or node link. A transaction tree can be 
defined as the overall representation of all the transactions in 
a particular database. Every individual node of the tree is 
represented with an id and a counter. ID is responsible for 
representing an item, whereas counter contains records about 
the number of transactions involving that particular item [9]. 
The algorithm also provides a way to compress the 
transactions of every item set into continuous intervals. In 
order to achieve this, a mapping function is implemented to 
map transaction ids into a different transaction tree. The 
overall performance of transaction mapping algorithm is far 
better than that of all previously developed algorithms.  

 
2.4 Frequent pattern mining and infrequent pattern 
mining models 

 
Pudi and Haritsa [10] proposed a technique, has many 

applications that are web usage mining, intrusion detection 
system and, recommender system. It is also implemented in 
market basket analysis in order to detect frequent patterns as 
well as to generate number of association rules. It deals with 
the market basket analysis to find frequent patterns and 
generate association rules. In the past decade, a large number 
of frequent and infrequent mining models have been proposed, 
that include: [8-10, 11] proposed rule ordering strategies and 
infrequent mining using weighted measures.  These models are 
applicable to classification-based association mining. The 
main limitations to these models are static weight measure, 
which are applicable to limited data size. They also proposed 
classification based on predictive rule mining model which 
combines both the association mining and classification model 
for pattern analysis. The main problems identified in this 
model are incorrect class rules and class imbalance.  

McConnell and Skillicorn [12] proposed an efficient high 
utility sequential pattern miner for frequent and infrequent 
rules. UPSpan is the model developed to find frequent and 

infrequent rules on the sequential databases. This model fails 
to improve the performance under large databases with lack of 
pruning strategies. Albashiri [13] proposed an infrequent 
weighted item set mining using FP-growth model. Two novel 
measures for weighted item set measure and IWI (infrequent 
weighted item sets) are implemented to discover frequent and 
infrequent patterns. This model requires domain expert 
knowledge for patterns analysis and lack of candidate pruning 
strategies. Implemented coherent based frequent mining 
model with support and confidence measures [14-18]. In this 
model, a large number of patterns are discovered but missed 
some interesting infrequent patterns and the pattern’s quality. 

(1) Infrequent Weighted Item set and Minimal Infrequent 
Weighted Item set mining is evaluated through maximum 
IWI-support-min threshold. 

(2) Infrequent Weighted Item set and Minimal Infrequent 
Weighted Item set mining can be calculated through maximum 
IWI-support-max threshold.  

 
2.5 Existed models in E-commerce 

 
E-commerce sites focus their customers to write feedbacks 

on the products. It shows the customer’s opinions on different 
features of products. A feature is known and it can be defined 
as an attribute of a particular product. Product recommended 
systems were implemented in different e-commerce sites such 
as flip kart, eBay, and Amazon, in these sites product rankings 
were calculated based on user and seller reviews. These 
tremendous volumes of reviews provided by the consumers 
have important knowledge which is very important both for 
consumers and organizations. Each individual product can 
have many features. It may happen in many cases that, a 
particular feature can have more importance and significance 
than other features of the same product. It has a remarkable 
effect on consumers’ decision making along with 
organizations’ product development methods. Therefore, 
detection of vital product features plays a prime role in the 
process of enhancement of usability reviews. In accordance 
with consumers’ perspective, consumers can be able to make 
purchase decision by considering the most vital features. At 
the same time, organizations emphasize on advancement of 
product quality. Detecting these important product features 
manually is quite impossible and impractical till date.  Hence, 
auto-determination of these features is required. Many 
researchers carried out research and proposed many number of 
product ranking models in recent past. 

The whole process of product ranking is divided into sub-
phases: feature identification, pre-processing and ranking. 
First of all, product features are detected out of reviews. Then 
these reviews are used for the computation of opinions with 
the help of a pre-processing algorithm. Later, ranking 
algorithm is implemented in order to rank the products which 
depend on feature frequencies and consumers’ reviews. 
Product ranking models are the core part of product search 
engine systems. To maximize the users’ interest when using e-
commerce search engine, the product ranking model should 
succeed in ranking the products that users really want to 
purchase at top positions. In general, e-commerce sites rank 
top k-products as user recommended products using the 
product rate or user navigation behavior for product ranking. 
Also, most of the product search engines today are designed 
based on the product rating or product reviews using classical 
similarity measures. However, the process of locating e-
commerce products that users really desired to buy is quite 
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different from that of extracting products using product rate or 
similarity measures.  

In online e-commerce applications, business to business 
sites such as Flip kart, eBay and Amazon, people can easily 
configure an online store to purchase or sell items. These e-
commerce sites allow users to share their product review or 
shopping experience via feedback form or reviews on the 
selected products to improve the e-commerce business. Some 
of the useful information or attributes on Amazon reviews are 
labeled as shown in Figure 1 and Figure 2 for Amazon and Flip 
kart sites respectively [19]. 

 

 

 
 

Figure 1. Product Specifications, Review Rate, and Review 
Count of Moto G Plus in Amazon 

 
Since there is exponential increment in product features and 

information, it becomes difficult to analyze the product 
reviews and giving ranks to the products based on its features. 

 

 
 

Figure 2. Specifications, review rate, and review count of a 
product of flip kart  

 
For online retailers, the recommender system helps in 

expanding online e-commerce and to compete the market 
research and compare each product with alternative products. 
There are some research works that describe models to find 
reviews and phrases from text comments [20]. 

Ashkan and Clarke [21] presented a product ranking 
approach for online e-commerce system. This method uses the 
domain knowledge from previous transactions made by the 
users. They considered the similarity index of various products 
for their approach and this similarity index influences the final 
outcome greatly. Both product-product and user-product 
relations handled with this ranking algorithm. It outputs vital 
recommendations for the consumers. Many e-commerce 
websites implement this ranking scheme in order to generate 

real-time recommendations. It also outputs personalized 
search results for its users. The researchers proved through 
validation that, this method requires very less amount of time 
as compared to the other techniques. In future, this work can 
be optimized on live e-commerce recommendations and 
provide personalized searching results for customers. 

 
2.6 Product ranking measures for association rule mining 

 
Rong et al. [22] developed a new ranking model named as 

G_Rank. Tripartite Preference Graph (TPG) topology is used 
here in order to find the relationships among product 
preferences and users as shown in Figure 3. 

 

 
 

Figure 3. A Topology of Tripartite Preference Graph (TPG) 
 
Paraschaki et al. [23] analyzed and performed a comparative 

study of top-n recommenders in e-commerce platform. Here, 
they studied different advanced machine learning approaches 
to implement in e-commerce platform for the purpose of 
product ranking. E-commerce platforms implement simple 
methods for recommendation. They used KNN collaborative 
filtering and association rule mining models as product 
recommended system on binary purchase data. A time-
oriented splitting mechanism was suggested by them which 
are responsible for detecting optimal time span on training 
datasets. Significantly enhanced recommendation accuracy 
and runtime efficiency can be achieved through this approach. 
Li et al. [24] implemented a product feature ranking model. 
They used linear regression and rule-based models on product 
features as overall product ratings. Future researches are 
needed to extend this technique to gain more effective feature 
ranking.    

Association patterns in the e-commerce framework tried to 
enhance product search by best-selling prediction in e-
commerce. In order to achieve this goal a new framework was 
developed for dynamic best-selling in prediction. For the 
prediction of dynamic best-selling, an algorithm was designed 
(For example, volume of sales in all items on a particular 
transaction). The authors suggested a new ranking scheme for 
best-selling prediction with relevance. The products having 
highest probability to be purchased and relevant to consumers’ 
need are marked with higher rank. In the future, this work can 
be extended to real-time product features other than customer's 
best-selling rates. Arun et.al introduced a new method for 
computing weighted product features and opinion strength. 
This approach is very significant and effective in case of 
online shopping. Further research may be carried out to extend 
this work and gain optimum performance and accuracy. Flip 
kart and Amazon, two of the most successful e-commerce sites, 
pioneered the use of product review systems by integrating 
user feedback data along with product price and product rate. 
However, have implemented that the eBay review framework 
is likely to mislead e-commerce users due to the lack of 
product features and review information. In contrast to eBay, 
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the Flip kart and Amazon review system integrates users’ 
rating scores by summing or average of all similar type of 
product categories. However, this model doesn’t consider the 
product features of the reviews and review rates which are 
highly skewed towards the product rate and price. In the past 
if any customer wanted to buy any product, item, services he 
had to go different stores to compare various prices and offers 
provides by different stores on different products of various 
brands. It is very time consuming and costly especially for that 
product that is not in neighborhood location of customer and 
is a new arrival in market. Another difficulty with traditional 
method is also not suitable for old age people or those people 
who live in remote area from main markets & in extreme 
weather condition. Thus e- commerce comes into picture. As 
discussed earlier static recommendation and personalized 
recommendation are the two types for e-commerce 
recommendations. Static recommendation shows same 
product recommendations to all users it is based on previous 
static transactional database. A personalized recommendation 
is show different recommendation for different particular user. 
It uses customer profile, goods commodity relationship, hobby, 
preference of user, locality, interest, budget, history of 
customers buying pattern to give personalized 
recommendation. 

 
 
3. MATHEMATICAL MODEL 

 
3.1 TF-IDF computation 

 
TF-IDF is a statistical measure in information retrieval. 
𝑤𝑤𝑖𝑖 = 𝑓𝑓𝑓𝑓𝑓𝑓𝑑𝑑𝑡𝑡𝑡𝑡𝑖𝑖𝑡𝑡𝑡𝑡(𝐷𝐷,𝑡𝑡𝑖𝑖)  
= (1 + 𝑙𝑙𝑙𝑙𝑙𝑙(𝑓𝑓(𝑡𝑡,𝐷𝐷)). 𝑙𝑙𝑙𝑙𝑙𝑙(𝑁𝑁/𝑓𝑓( 𝑡𝑡))  

where, f(t,D)=probability of the item t in D, N is the total 
number of items and n(t)=is the number of terms. 

 
3.2 Weighted positive rank 

 
Weighted Positive rank measures the relationship between 

user selected feature and its associated positive items in the 
𝑓𝑓𝑠𝑠𝑚𝑚 based on highest weighted list. 
𝑊𝑊𝑊𝑊𝑓𝑓𝑙𝑙ℎ𝑡𝑡𝑊𝑊𝑑𝑑𝑡𝑡𝑡𝑡𝑡𝑡𝑓𝑓𝑡𝑡(𝑤𝑤𝑖𝑖 , 𝑓𝑓𝑠𝑠𝑚𝑚 ,𝑡𝑡𝑃𝑃𝑆𝑆𝑚𝑚)  
= ∑∑𝑤𝑤𝑖𝑖 𝑃𝑃𝑃𝑃 𝑜𝑜𝑏𝑏(𝑡𝑡𝑠𝑠𝑖𝑖∩𝑃𝑃𝑃𝑃𝑆𝑆𝑚𝑚)

∑ 𝑤𝑤𝑖𝑖 𝑃𝑃𝑃𝑃 𝑜𝑜𝑏𝑏(𝑡𝑡𝑠𝑠𝑖𝑖)𝑖𝑖
  

3.3 Weighted infrequent rank 
 
Weighted infrequent rank measures the relationship 

between user selected feature and its associated negative items 
in the ifsm based on highest weighted list. 
𝑊𝑊𝑊𝑊𝑓𝑓𝑙𝑙ℎ𝑡𝑡𝑊𝑊𝑑𝑑𝑡𝑡𝑡𝑡𝑡𝑡𝑓𝑓𝑡𝑡(𝑤𝑤𝑖𝑖 , 𝑓𝑓𝑓𝑓𝑠𝑠𝑚𝑚 ,𝑡𝑡𝑃𝑃𝑆𝑆𝑚𝑚)  
= ∑∑𝑤𝑤𝑖𝑖 𝑃𝑃𝑃𝑃 𝑜𝑜𝑏𝑏(𝑖𝑖𝑡𝑡𝑠𝑠𝑖𝑖∩𝑃𝑃𝑃𝑃𝑆𝑆𝑚𝑚)

∑ 𝑤𝑤𝑖𝑖 𝑃𝑃𝑃𝑃 𝑜𝑜𝑏𝑏(𝑖𝑖𝑡𝑡𝑠𝑠𝑖𝑖)𝑖𝑖
𝑡𝑡𝑡𝑡𝑓𝑓𝑡𝑡𝑊𝑊𝑑𝑑𝑃𝑃𝑙𝑙𝑅𝑅𝑅𝑅 �𝜑𝜑1 = 𝑓𝑓𝑓𝑓𝑠𝑠𝑚𝑚�𝐴𝐴− >

𝐵𝐵) ,𝜑𝜑2 = 𝑡𝑡𝑃𝑃𝑆𝑆𝑚𝑚(𝑃𝑃 → 𝐷𝐷)��  

= |∑ 𝑡𝑡𝑖𝑖𝑓𝑓𝑡𝑡_𝑡𝑡𝑡𝑡𝑖𝑖𝑡𝑡(𝜑𝜑1)𝑡𝑡∈𝜑𝜑1 |∗(𝑠𝑠𝑠𝑠𝑠𝑠((𝐴𝐴∪𝑃𝑃)𝑈𝑈(𝐵𝐵∪𝐷𝐷))−𝑠𝑠𝑠𝑠𝑠𝑠(𝜑𝜑1).𝑠𝑠𝑠𝑠𝑠𝑠(𝜑𝜑2)

�𝑠𝑠𝑠𝑠𝑠𝑠(𝐴𝐴−>𝐵𝐵).𝑠𝑠𝑠𝑠𝑠𝑠(𝑃𝑃 −>𝐷𝐷)
   

 
 

4. WEIGHTED BASED FREQUENT AND 
INFREQUENT PATTERN MINING MODEL FOR 
REAL TIME E-COMMERCE DATABASES 

 
In this proposed model, a novel weighted based frequent 

and infrequent pattern mining model for real time e-commerce 
databases is developed to discover the frequent and infrequent 

relational patterns on the e-commerce databases. The overall 
framework is shown in the following Figure 4. In this model a 
real-time e-commerce application is designed for pattern 
extraction process [25]. 
 

 
 

Figure 4. Proposed model flow chart 
 
4.1 Proposed model 

 
Input: E-commerce Database 
PL: Product list 
FL: Featured product list 
P: User selected Featured product. 
PP: Positive association patterns 
IP: Infrequent association patterns 
Output: Infrequent Association patterns and frequent 

association patterns. 
Step 1: Start user login session in ecommerce application. 
Step 2: if (user exist in DB) 
            then 
                   User select’s his feature product P. 
            end if 
            else 

Incorrect user. 
Step 3: Generates Dataset using the feature product P and 

its associated product’s list. 
Step 4: Load the user generated dataset. 
Step 5: Generate candidate sets using the Apriori algorithm.  
Step 6:𝜂𝜂min minimum weighted threshold 
PS ← ∅; IS ← ∅ 
Generate feature selected 1-item frequent item-set of P as 

P1. 
Generate 1-itemset product list associated with selected 

feature product Pr1. 
for (i = 2, P1 != ∅ , i+ +)  
for (j = 2, Pr1 != ∅ , j + +)  
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do 
PCSm←Join (P1, Pr1); 
done 
done 
Step 7: for each item set 𝑡𝑡𝑆𝑆𝑖𝑖∈PCSm 
do 
𝑤𝑤𝑖𝑖=Find_tfidf (D, 𝑡𝑡𝑆𝑆𝑖𝑖) 
if  𝑤𝑤𝑖𝑖≥ 𝜂𝜂min then 
fsm← fsm ∪{𝑡𝑡𝑆𝑆𝑖𝑖} 
else 
ifsm ←fsm∪{𝑡𝑡𝑆𝑆𝑖𝑖} 
            done 
P(𝜑𝜑𝐴𝐴,𝜑𝜑𝑃𝑃) =Positive-rules (WeightedPRank(𝑤𝑤𝑖𝑖 ,𝑓𝑓𝑠𝑠𝑚𝑚,PCSm)) 
I (𝜑𝜑𝐴𝐴,𝜑𝜑𝑃𝑃)  =Infrequent-rules (WeightedIRank 

(𝑤𝑤𝑖𝑖 ,𝑓𝑓𝑓𝑓𝑠𝑠𝑚𝑚,PCSm) 
// Mining all feature relational products using antecedent 

and consequent items. 
for each item in 𝑝𝑝(𝜑𝜑𝐴𝐴) (antecedent)  
for each item in 𝑝𝑝(𝜑𝜑𝑃𝑃) (consequent) 
do 
𝑅𝑅𝜎𝜎𝑐𝑐𝑜𝑜𝑃𝑃𝑃𝑃 = 𝐹𝐹𝑡𝑡𝑡𝑡𝑓𝑓𝑡𝑡𝑊𝑊𝑑𝑑𝑃𝑃𝑙𝑙𝑅𝑅𝑅𝑅(𝑝𝑝(𝜑𝜑𝐴𝐴), 𝑝𝑝(𝜑𝜑𝑃𝑃))  
if 𝑅𝑅𝜎𝜎𝑐𝑐𝑜𝑜𝑃𝑃𝑃𝑃≥ 𝑚𝑚𝑓𝑓𝑓𝑓 𝑡𝑡 ℎ𝑅𝑅𝑊𝑊𝑠𝑠 
then 
if conf(𝑝𝑝(𝜑𝜑𝐴𝐴), 𝑝𝑝(𝜑𝜑𝑃𝑃)) ≥ 𝑐𝑐𝑙𝑙𝑓𝑓𝑓𝑓𝑚𝑚𝑖𝑖𝑓𝑓  then 
PP ← PP ∪ {Join (𝑝𝑝(𝜑𝜑𝐴𝐴), 𝑝𝑝(𝜑𝜑𝑃𝑃))} 
else if conf (𝑝𝑝(𝜑𝜑𝐴𝐴), 𝑝𝑝(𝜑𝜑𝑃𝑃))  ≥𝑐𝑐 𝑙𝑙𝑓𝑓𝑓𝑓𝑚𝑚𝑖𝑖𝑓𝑓 and 
sup (¬ 𝑝𝑝(𝜑𝜑𝐴𝐴), ¬𝑝𝑝(𝜑𝜑𝑃𝑃) ) ≥𝜌𝜌𝑚𝑚𝑖𝑖𝑓𝑓  then 
IP ← IP ∪ {Join (¬ 𝑝𝑝(𝜑𝜑𝐴𝐴), ¬𝑝𝑝(𝜑𝜑𝑃𝑃) )} 
endif 
if 𝑅𝑅𝜎𝜎𝑐𝑐𝑜𝑜𝑃𝑃𝑃𝑃 ≤  -𝑚𝑚𝑓𝑓𝑓𝑓 𝑡𝑡 ℎ𝑅𝑅𝑊𝑊𝑠𝑠 then  

if conf(𝑝𝑝(𝜑𝜑𝐴𝐴), ¬𝑝𝑝(𝜑𝜑𝑃𝑃)) ≥ 𝑐𝑐𝑙𝑙𝑓𝑓𝑓𝑓𝑚𝑚𝑖𝑖𝑓𝑓  then 
IP ← IP ∪ {Join (𝑝𝑝(𝜑𝜑𝐴𝐴), ¬𝑝𝑝(𝜑𝜑𝑃𝑃) )} 
endif 
if conf(¬ 𝑝𝑝(𝜑𝜑𝐴𝐴), 𝑝𝑝(𝜑𝜑𝑃𝑃)) ≥ 𝑐𝑐𝑙𝑙𝑓𝑓𝑓𝑓𝑚𝑚𝑖𝑖𝑓𝑓  then 
IP ← IP ∪ {Join (¬ 𝑝𝑝(𝜑𝜑𝐴𝐴), 𝑝𝑝(𝜑𝜑𝑃𝑃) )} 
endif 
𝑡𝑡(𝜑𝜑𝐴𝐴,𝜑𝜑𝑃𝑃)  =Infrequent-rules (WeightedIRank(𝑤𝑤𝑖𝑖 , 𝑓𝑓𝑓𝑓𝑠𝑠𝑚𝑚 , 

PCSm) 
// Mining top infrequent patterns of all feature relational 

products using antecedent and consequent items. 
for each item in 𝑡𝑡(𝜑𝜑𝐴𝐴) (antecedent)  
for each item in 𝑡𝑡(𝜑𝜑𝑃𝑃) (consequent) 
do 
𝑅𝑅𝜎𝜎𝑐𝑐𝑜𝑜𝑃𝑃𝑃𝑃 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑓𝑓𝑡𝑡𝑊𝑊𝑑𝑑𝑃𝑃𝑙𝑙𝑅𝑅𝑅𝑅(𝑡𝑡(𝜑𝜑𝐴𝐴), 𝑡𝑡(𝜑𝜑𝑃𝑃))  
if 𝑅𝑅𝜎𝜎𝑐𝑐𝑜𝑜𝑃𝑃𝑃𝑃≥ 𝑚𝑚𝑓𝑓𝑓𝑓 𝑡𝑡 ℎ𝑅𝑅𝑊𝑊𝑠𝑠 
then 
if conf(𝑡𝑡(𝜑𝜑𝐴𝐴), 𝑡𝑡(𝜑𝜑𝑃𝑃)) ≥ 𝑐𝑐𝑙𝑙𝑓𝑓𝑓𝑓𝑚𝑚𝑖𝑖𝑓𝑓  then 
PP ← PP ∪ {Join (𝑡𝑡(𝜑𝜑𝐴𝐴), 𝑡𝑡(𝜑𝜑𝑃𝑃))} 
else if conf (𝑡𝑡(𝜑𝜑𝐴𝐴), 𝑡𝑡(𝜑𝜑𝑃𝑃))  ≥𝑐𝑐𝑙𝑙𝑓𝑓𝑓𝑓𝑚𝑚𝑖𝑖𝑓𝑓 and 
sup (¬𝑡𝑡(𝜑𝜑𝐴𝐴), ¬𝑡𝑡(𝜑𝜑𝑃𝑃) ) ≥𝜌𝜌𝑚𝑚𝑖𝑖𝑓𝑓  then 
IP ← IP ∪ {Join (¬𝑡𝑡(𝜑𝜑𝐴𝐴), ¬𝑡𝑡(𝜑𝜑𝑃𝑃) )} 
endif 
if 𝑅𝑅𝜎𝜎𝑐𝑐𝑜𝑜𝑃𝑃𝑃𝑃 ≤  - minthres then  
if conf(𝑡𝑡(𝜑𝜑𝐴𝐴), ¬𝑡𝑡(𝜑𝜑𝑃𝑃)) ≥ 𝑐𝑐𝑙𝑙𝑓𝑓𝑓𝑓𝑚𝑚𝑖𝑖𝑓𝑓  then 
IP ← IP ∪ {Join (𝑡𝑡(𝜑𝜑𝐴𝐴), ¬𝑡𝑡(𝜑𝜑𝑃𝑃) )} 
endif 
if conf(¬𝑡𝑡(𝜑𝜑𝐴𝐴), 𝑡𝑡(𝜑𝜑𝑃𝑃)) ≥ 𝑐𝑐𝑙𝑙𝑓𝑓𝑓𝑓𝑚𝑚𝑖𝑖𝑓𝑓  then 
IP ← IP ∪ {Join(¬𝑡𝑡(𝜑𝜑𝐴𝐴), 𝑡𝑡(𝜑𝜑𝑃𝑃) )} 
endif 
done 

done 
The time complexity will be O (|k| log (n)). where N is the 

number of complex patterns and k is optimal filtered patterns. 
 

 
5. EXPERIMENTAL RESULTS 

 
In this model a real-time e-commerce application is 

designed for pattern extraction process.  User selects his 
feature product to generate frequent and infrequent association 
patterns. Based on the feature product, all related candidate 
sets are generated to the user selected feature product P. These 
candidate sets are used to discover the infrequent and frequent 
associations with other feature products. Here weighted 
infrequent ranking measure is used to filter the infrequent 
product from the frequent associations.  

In this model a real-time e-commerce application is 
designed for pattern extraction process. User selects his feature 
product to generate frequent and infrequent association 
patterns. Based on the feature product, all related candidate 
sets are generated to the user selected feature product P. These 
candidate sets are used to discover the infrequent and frequent 
associations with other feature products. Here weighted 
infrequent ranking measure is used to filter the infrequent 
product from the frequent associations.  

 
5.1 Web E-commerce database 

 
MOBD8GVKYPVCVCAD,'Nokia 200 Pearl White',0.143578 
MOBD8U4PFBTA7WDF,'iBall i225',0.722979 
MOBD8ZERPNG74FMZ,'Nokia Asha 302 Dark Grey',0.299327 
MOBD8ZG28RSCKHWY,'Nokia Asha 302 White',0.707809 
MOBD8ZG2BZ8VM9RH,'Nokia Asha 302 Plum Red',0.828714 
MOBD8ZG6GNUUU37Q,'Samsung Galaxy Y Duos S6102 Pure 

White',0.410379 
MOBD96CUHCYNMZH8,'Nokia Asha 202 Black',0.230572 
MOBD96CUYPYMPGGZ,'Sansui S45 Black & Red',0.829439 
 

5.2 User selected feature products list 
 

 
 

Figure 5. User selection E-commerce Product List 
 

 
 

Figure 6. User selected E-commerce Product List with 
product rating 
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5.3 Experimental results evaluation 
 
Precision in mining can be defined as the ratio of obtained 

relevant rules to the total number of rules detected in a 
database. Recall is described as the ratio of the number of 
relevant rules identified to the total number of relevant rules in 
the database. The term relevant explains the rules which are 
very firmly associated with each other. On the contrary, 
irrelevant rules are loosely or weakly associated with each 
other. The relevant rules are considered as true-positive, 
whereas the irrelevant are mentioned as false positive. There 
are some other types of rules which are relevant but can’t be 
detected. Those types of rules are termed as false-negative 
rules.  

Here a real time e-commerce data base is considered for 
implementing the algorithm. The rules produced out of this 
database are analyzed and verified thoroughly. If the generated 
rule is detected within the list of rules, it is considered to be 
relevant. But if the rules are not found in that specific list of 
previously-formed rules, it is categorized as irrelevant.  

 
 

5.4 Generated patterns 
 
The following are the frequent and infrequent patterns 

identified using the proposed frequent and infrequent pattern 
mining model. 

PredictVal >= 0.002093 AND PredictVal <= 0.997823-> 
Itemid != MOBDHGYH4ENGRYXE  

PredictVal >= 0.002093-> ItemName != Samsung Galaxy 
Grand Duos I9082 Elegant White, with 2 Flip Covers Color: 
White and Blue  

PredictVal >= 0.002093->ItemName != Karbonn K205 
Black and Grey  

PredictVal <= 0.997823-> Itemid!= 
MOBDMHCZTZ8Z6JEC  

PredictVal >= 0.002093-> ItemName != Nokia Lumia 620 
White  

PredictVal <= 0.997823 AND PredictVal >= 0.002093->  
Itemid != MOBD3Y8XGKPRH836  

 
5.5 Performance analysis 

 
The experiment is made on a PC with 3.0GHZ CPU and 

8GB memory. Proposed model is implemented in Java 
programming environment with Net beans 8.0 IDE. 
Experiments were done to evaluate the performance of 
proposed model with the traditional models such as CP Tree, 
IWITree in terms of memory, computation cost, computational 
time and number of patterns generated. 

 
Table 1. Performance of computational search space and 

time on market database 
 

Measure CPTree IWITree Weighted Frequent and  
Infrequent Model (ms) 

0.1 6797.746 6055.974 3669.199 
0.2 10630.355 8457.717 4963.015 
0.3 13203.586 11280.127 7435.542 
0.4 17153.753 13872.852 8133.702 
0.5 18283.648 17456.099 9918.954 

 

 
 

Figure 7. Visualization of performance of computational 
search space and time on market database 

 
Table 1, illustrates the performance analysis of existing 

models with the proposed model in terms of candidate sets 
generation time and pattern mining time. Here, proposed 
weighted infrequent measure is compared with the traditional 
infrequent measures in terms of runtime. It is observed that the 
developed model requires reduces time complexity when 
compared to the existing pattern mining models on market 
database. 

 
Table 2. Performance of computational search space and 

time on cloud database 
 

Measure CPTree IWITree Weighted Frequent and 
Infrequent Model (ms) 

0.1 6493.437 5540.862 2734.21 
0.2 9224.168 8122.665 3251.177 
0.3 12988.888 11050.933 5750.21 
0.4 16942.067 13875.944 7835.565 
0.5 18290.654 16394.602 7269.856 

 

 
 

Figure 8. Visualization of performance of computational 
search space and time on cloud database 

 
Table 2, illustrates the performance analysis of existing 

models with the proposed model in terms of candidate sets 
generation time and pattern mining time. Here, proposed 
weighted infrequent measure is compared with the traditional 
infrequent measures in terms of runtime. It is observed that the 
developed model reduces time complexity compared to the 
existing pattern mining models on cloud database. 

 
Table 3. Performance of computational search space and 

time on medical database 
 

Patterns CPTree IWITree 

Weighted Frequent 
and 

Infrequent Model 
(ms) 

500 7658.923 5922.043 3273.708 
1000 10773.957 8988.299 3973.716 
1500 14735.01 11214.597 5002.805 
2000 16626.562 14090.187 7113.348 
2500 22198.064 16338.435 8077.925 
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Figure 9. Visualization of performance of computational 
search space and time on medical database 

 
Table 3, illustrates the performance analysis of existing 

models with the proposed model in terms of candidate sets 
generation time and pattern mining time. It is observed that the 
developed model reduces time complexity compared to 
existing pattern mining algorithms on medical database. 
 
 
6. CONCLUSIONS & FUTURE SCOPE 

 
Weighted based frequent and infrequent pattern mining 

model for real rime e-commerce databases is proposed. In this 
model, efficient weighted positive rank, weighted infrequent 
rank, TF-IDF and ranked correlation measures are used to find 
the relational frequent and infrequent patterns from real-time 
e-commerce database.  These patterns are used to filter the e-
commerce products and act as a recommended system for 
online customers. 

Similarly, this model is applied on cloud database, medical 
database and market database for the same purpose of decision 
making. Experimental results proved that the proposed model 
minimizes 8-10% search space and memory space when 
compared to the traditional models. 
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