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ABSTRACT
In previous papers, a simple genetic algorithm (GA) was developed for the optimization of pump opera-
tions in water-distribution networks. Its application at the water supply network of Milano showed the 
possibility of a great improvement of its performance in terms of both energy and economic savings. 
In the present paper is now investigated the possibility of using different and improved GAs to obtain 
better results. Improvements concerned the description of the pump conditions with a real number 
(and therefore in continuous form) and the introduction of elitism and of a slightly modified form of 
mutation. Simulations were obviously performed with reference to the same model under the same 
assumptions of the previous papers. Results showed significant improvements in the passage from 
a discrete to a continuous description of the pumps functioning and a slight improvement using elit-
ism and no differences using mutation. The latter result might need some more research: mutation is 
introduced to enlarge the space in which the ‘individuals’ perform their search, and there is the need to 
understand whether this little improvement is due to the poor performance of this mutation or instead, 
because the space of search is already well defined. The need for more in-depth investigations is also 
investigated in the present paper.
Keywords: energy saving, genetic algorithms, optimization, water distribution.

1  INTRODUCTION
Water-distribution networks are a primary part of water supply systems, and, therefore, they 
represent one of the main infrastructure assets of the society, whose management must be 
effective, efficient and energy saving. To this end, hydraulic constraints are not sufficient to 
find the best system and to ensure that economic and energy conditions are taken into a full 
account. For this kind of complex and multi-objective optimization problem, the evolutionary 
computation (EC) procedure may be useful [1]. The procedure involves a large spectrum of 
heuristic approaches feasible to simulate the system evolution, which include: genetic algo-
rithms (GAs) [2,3], evolutionary strategies [4,5], evolutionary programming [6] and genetic 
programming [7]. GAs are one of the most known ECs, because of their central use in water 
resources planning and management. They have been largely used in the last two decades to 
improve efficiency of water-distribution systems when traditional calculus-based and enu-
merative optimization methods showed that they were not able to cope with both the 
geometrical complexity of these systems (complex networks of pipes, junctions and hydrau-
lic control elements) and the water demand of customers with required quality and affordable 
costs. One of the first water engineering applications of GAs was related to the optimization 
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of pump schedules for a serial liquid pipeline [8,9]. GAs have been also used for least-cost 
design [10], and for network optimization [11–13].

Mackle et al. [14] were among the first to apply a binary GA to pump scheduling problems, 
to minimize energy costs, subject to reservoir filling and emptying constrains. Then Savic and 
Walters [10] developed a multi-objective GA (MOGA) approach to minimize both the energy 
costs and the number of pump switches. The first industrial application to the pump schedul-
ing problem is reported by Atkinson et al. [15–17]. Van Zyl et al. [18] developed a hybrid 
optimization approach to reduce the excessive running times. Further improvements were 
provided by Prasad and Park [19], Farmani et al. [20] and Rao and Salomons [21].

 The Authors [22,23] already developed a Simple GA for the optimization of pumps sched-
uling in a large town, and they applied it to the case of Milano, showing that large energy (and 
therefore economic) savings were possible. In the present work, developments of the initial 
simple GA have been implemented and the carried out results critically discussed to deter-
mine the possible path of further research for the network optimization.

2  POSITION OF THE PROBLEM
The problem is to guarantee a good level of service with the minimum energy expenditure. 
This is an optimization problem with constraints.

 The objective function (OF) to be minimized is the power required by the system W (and 
consequently the required energy) which is obtained by summing the power required by each 
running pump; moreover, if the pressure at some control points falls below the value of 25 m 
(the minimum required by the service management), the value of the OF is increased in func-
tion of the difference from the acceptable (MinPres) and the computed (CompPres) pressures 
to penalize the configuration; the OF therefore becomes:

	 OF W
MinPres CompPres

MinPres
CompPres MinPre= ⋅ ⋅ +

−





<5 1 when ss � (1)

the power W is computed as:

	 W
H Q

=
⋅ ⋅g

h � (2)

where g is the specific weight of the fluid (water), H is the head given by the pump for the 
discharge Q and η represents the efficiency of the pump. In all simulations, the efficiency has 
been accounted as constant in all situations and equal to 0.75.

Moreover, in (1) MinPres and CompPres represent the minimum acceptable and the computed 
pressures, respectively, and MinPres = 25 m; the OF is minimized every full hour.

With regard to the constraints, the assumption is that pressures must be above (or equal) 
25 m, which are checked in some ‘control points’ located downstream the pumping stations. 
If the pressure in some control points falls outside the mentioned range, the value of W is 
increased by a fixed value to penalize the carried out configuration; in the present form, if the 
pressure decreases below a fixed value of 1 m (i.e., pressure decreased to 24 m), the OF would 
be increased by 20%. To solve this optimization problem GA procedures have been applied.

3  SIMPLE GENETIC ALGORITHM
The simple GA is based on the mechanics of natural selection and natural genetics, combin-
ing survival of the fittest among string structures with a structured yet randomized information 
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exchange to form a search algorithm. In every generation, a new set of artificial ‘individuals’ 
(strings) is created using bits and pieces of the old. The method is sketched in Fig. 1.

The entire system is implemented with a binary string. Each pump is represented by 3 bits 
(i.e.,  possibilities) which describe its working status, i.e.: pump off, pump on working at 40, 
50, 60, 70, 80, 90 and 100% of its nominal speed. On the all, the length of the string repre-
senting one scenario is composed by 96 (pumps) multiplied by 3 (bits) = 288 values in [0,1].

 The first step in the implementation process of the GA consists in the generation of a 
number of configurations that will be used as the first generation of solutions (‘population’): 
one of these is the actual configuration, the others are created randomly by the program.

Tests have been performed with different number of individuals which form the population. 
All the individuals that form the population are then simulated and their W values computed, 
considered as the ‘fitness’ values of each individual.

 These values are then used to favor the individuals that give better results in the ‘reproduc-
tion’ phase, that is, the creation of a new set of individuals that form the new population; the 
reproduction is carried out as a simple and quasi-random crossover between two different 
strings.

With regard to the initial population a variable number of individuals (within the range of 
100–150) has been used; the number of iterations needed to reach the final configuration 
ranged between 100 and 200.

Because of the partial randomness of the algorithm, each simulation may lead to a different 
result; therefore, for every hour of the day 10 simulations have been run, with different start-
ing points.

Figure 1:  Generalized framework of the simple GA.
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4  MODIFIED GENETIC ALGORITHM

4.1  Use of real values

One of the main limitations of the procedure previously described consists in the discretization 
of the functioning of the pumps, which might be considered too broad. However, it is clear that 
the improvement of the discretization increases the dimensions of the problem with the further 
uncertainty of not knowing the appropriate level of discretization.

The modified GA utilizes evolutionary operators that are designed for both binary-coded 
chromosomes and real-valued variables without the need to use binary-coding for the latter 
[24, 25]. In this paper, only the part related to the use of real values is applied: this means that 
the algorithm is applied exactly as previously described, but the string feasible to describe a 
single scenario is composed by 96 reals.

4.2  Elitism

At the beginning of each iteration, the fitness of the individuals are computed and sorted in 
descending order. The algorithm follows an elitist strategy, hence a constant fraction  felit of 
the population consisting of the fittest individuals are directly sent to the next generation. The 
rest of the population consisting of 1 – felit are generated from reproduction (i.e., breeding) 
operations. In the literature is often let felit ~1 ÷ 5%, while in the paper is let felit = 6%, when 
this procedure is applied. The aim of the procedure is obviously not to lose the best 
individuals.

4.3  Mutation

The procedure here developed is slightly different from the usual, as it previously selects a 
percentage of individuals for which one gene is randomly changed. The aim of this procedure 
is to avoid the GA to be trapped in local minima, letting the possibility to explore new zones 
in the searched area.

 The implementation of this procedure consists of selecting the best individuals (following 
those selected by the elitism procedure, if applied); moreover it randomly chooses a position 
for the gene to be changed, which is substituted by a new one randomly generated. The con-
stant fraction fmuta to be mutated is let equal to 6%, when this procedure is applied.

5  CASE STUDY: THE MILANO WATER SUPPLY NETWORK
The water supply system of Milano [22,23,26] acquires drinking water from a number of 
wells; pumps convey water to reservoirs located at the ground level. From those reservoirs, 
water is pumped directly in the network without the need for reservoirs located at higher 
altitude. The hydraulic head is therefore guaranteed by the pumping stations which action 
balances the effects of water demand, which pattern is shown in figure 2.

 The pipelines have a total length of 2200 km; in the network there are 31 pumping stations 
and in each of them 3–4 pumps are installed; each pump works with a discharge within the 
range 200–400 l/s and maximum head of 50 m.

The model applied in the present research is that used for the previous investigations 
[22,23] to guarantee consistency. Some simplifications have been introduced, which consist 
of taking into account only pipes with a diameter larger than 300 mm, neglecting the smaller 
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ones, with the aim of reducing the simulation times. However, fairly accurate reconstruction 
of the network was reached, which consisted of 4964 junction, 96 pumps, 26 stations with an 
overall length of pipes equal to 460 km.

Results of the simulations have been compared with real data, recorded in the pumping 
stations and in some points of the network equipped with appropriate instrumentation.

Results confirmed [22,23] the possibility of saving energy and therefore economic savings 
both with and without the use of adjustable speed drivers, compared with the initial situation, 
which was determined out of the experience of the technicians.

In order to have an idea of the feasible economic gains, the energy cost has been let equal 
to €0.10/kWh for the whole day. Therefore, considering the actual total energy in a year 
equal to 38.200.000 kWh, with the use of ASD it is possible to save up to 7.000.000 kWh/
year, which means an economic saving equal to €700.000.

6  RESULTS
Simulations have been performed using 100 individuals per population, and populations have 
been generated 100 times; each simulation has been performed 10 times because the method 
is partially random. As in the previous work, the optimization is run each full hour.

In Fig. 3, the values carried out for a simulated case are reported (in Fig.:1 p.m., best 
result obtained with real inverter, elitism and no mutation). As can be seen, there is a large 
almost immediate improvement; then, improvements become smaller but they continue 
until all the individuals converge to the same (best) value. Spikes, visible in the figure, are 
due to solutions which are considered unacceptable and therefore penalized.

Results show a large improvement in the results, when the real values are used to describe 
the pumps working conditions, using ASD, with respect to their discrete Boolean description. 
As can be seen in Table 1 (and Fig. 4), with respect to the results carried out in our previous 
paper, a further improvement of about 20% is still possible. Figure 4 shows that these 
improvements are possible during the hours of the day when more energy is required.

Elitism allows another small improvement, in terms of few percent (see Table 1, which 
shows a further improvement of about 5%). This is probably due to a faster achievement of 

Figure 2:  Pattern of the daily mean demand.
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Figure 3: Values of the power required in the different scenarios during optimization.

Figure 4: Required power in an average day: improvements with the new methods.

the best result: in other terms, there is the possibility to reach the same value even without the 
elitism procedure, but using a higher number of iteration.

On the other hand, mutation allows no improvements: as can be seen in Table 1, the few 
points of percentage in difference respect the values already reached, show improvement or 
worsening, and this is tied to the randomness of the procedure. This probably means that the 
search space is already well evaluated – or the implemented procedure is unable to escape 
local minima.

However, with the optimization carried out by the use of real values and adding elitism, the 
yearly energy required is equal to 22.800.000 kWh, that means a global economic saving 
equal to €1.5 million per year.
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7  CONCLUSIONS
In previous papers, a simple GA was developed for the optimization of pumps functioning in 
water-distribution networks; its application at the water supply network of Milano showed 
the possibility for a great improvement of network’s performance in terms of energy and 
economic savings. In the present paper, the possibility of using different and improved GAs 
to obtain better results has been investigated. These improvements concern the description of 
the pump conditions with real number (and therefore in continuous form) and the possibility 
of introducing elitism and a slightly modified form of mutation. Simulations were carried out 
with regard to the same model applied in previous investigations, under the same assump-
tions. Results show a significant improvement in the passage from discrete to continuous 

Table 1: � Energy required, using different optimization methods, for each hour of the average 
day.

After [22, 23] Improved GA

Time
Actual 
[kW]

Fix 
[kW]

ASD 
[kW]

ASD Vs 
Actual 
[%]

Real 
[kW]

Real Vs 
ASD[%]

Elitism 
[kW]

Elitism Vs 
Real[%]

Mutat. 
[kW]

Mutat. Vs 
Elitism 
[%]

0 3161 2650 2459 22.20 1980 19.49 1831 7.52 1777 2.97

1 2769 2124 1980 28.49 1642 17.07 1502 8.54 1504 -0.16

2 2320 1643 1619 30.22 1554 4.00 1441 7.30 1447 -0.45

3 2167 1677 1468 32.24 1465 0.20 1377 6.01 1359 1.33

4 2018 1593 1463 27.50 1475 -0.84 1358 7.92 1342 1.20

5 1927 1805 1699 11.82 1618 4.76 1564 3.37 1532 2.03

6 2884 2764 2764 4.16 2243 18.85 2200 1.90 2123 3.53

7 4930 4901 4615 6.39 3750 18.75 3485 7.07 3527 -1.20

8 7113 6623 5743 19.26 4083 28.90 3930 3.75 4007 -1.96

9 6733 6096 5153 23.48 3721 27.78 3611 2.98 3563 1.32

10 6095 5394 5009 17.81 3455 31.02 3370 2.47 3231 4.14

11 5515 4552 4550 17.51 3359 26.17 3184 5.21 3121 1.99

12 5378 4535 4535 15.67 3304 27.15 3134 5.14 2998 4.34

13 5291 4715 4548 14.04 3297 27.52 3159 4.18 3180 -0.66

14 5360 4528 4513 15.80 3217 28.71 3160 1.77 3105 1.73

15 5001 4175 4213 15.76 3076 26.99 2776 9.74 2839 -2.27

16 4835 3918 3918 18.97 2902 25.93 2754 5.10 2770 -0.57

17 4534 3781 3725 17.85 2933 21.26 2670 8.97 2677 -0.27

18 4400 3710 3627 17.56 3006 17.12 2928 2.61 2901 0.92

19 5108 4371 4133 19.10 3311 19.89 3076 7.09 3179 -3.35

20 5534 4875 4716 14.79 3411 27.66 3269 4.17 3149 3.67

21 5091 4162 4229 16.93 2977 29.60 2949 0.97 2909 1.33

22 4385 3450 3267 25.49 2634 19.37 2398 8.98 2368 1.22

23 3508 2838 2696 23.17 2301 14.65 2205 4.16 2199 0.26

19.01 20.08 5.29 0.88
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description of the pumps functioning, a slight improvement using elitism and no differences 
using mutation.

The latter result might need more research: mutation is introduced to enlarge the space in 
which the ‘individuals’ perform their search, and there is the need to understand whether this 
little improvement is due to the poor performance of this mutation or, instead, because the 
space of search is already well defined.

It should also be verified whether the GAs bring to the real maxima; it is believed that they 
are able to reach points very close to the maximum, but not the actual maximum itself. This 
could be verified by using an hill climbing procedure to the carried out scenarios.

Moreover, this latter procedure could clarify whether the GAs lead to a single maximum, 
or many local maxima exist bringing different scenarios with very similar energy consump-
tion. In the latter case, it would be possible to combine the savings of the energy with the 
different requests of a complex network as that of Milano (i.e., pumping better water quality 
water, preferring some wells and discarding others; obtain the solution which allows strategic 
reservoirs to be filled when demands are higher; …), with targets that might be contradictory 
and, therefore, that require to move on the Pareto boundary.
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