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Crime is a social menace that impacts negatively on social economic development of a 

nation. Crime has been in existence from time immemorial and violent crime is the main 

enemy of the society. One of the primary responsibilities of any government is security of 

life and properties which translates to reduction of crime rate and provisioning of adequate 

security to its citizenry. To this end, government must wake up to its responsibilities by 

reducing crime rate and provide adequate security to its citizenry through effective, efficient 

and proactive policing. Any research in this direction that can help in analyzing and 

predicting the future occurrence of violent crime by using crime dataset is laudable. 

Predicting future occurrence of crime from crime dataset is well reported in literature, 

therefore it has become imperative to come up with an overview of the present state of the art 

on crime prediction and control.  

The systematic review present in this study focuses on crime prediction and data mining as 

well as the techniques employed in the past studies. The existing work is classified and 

grouped into different categories and are presented by using visualization approach. It is 

found that more studies adopted supervised learning approaches to crime prediction and 

control compared to other methods. The challenges encountered were also reported. Crime 

prediction has become hot research area in recent time because of its intending benefits to 

socio-economic development of a nation. 
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1. INTRODUCTION

Crime can be described as a cankerworm that negatively 

impact on social and economic development of any nation. In 

an area where crime is endemic, no development can take 

place [1]. Individual and nation are retrogressively affected 

by this monster called crime. However, it is the responsibility 

of any government to provide a secured environment for its 

citizenry. Several researches have gone into crime prediction, 

prevention and control in the past, all in an effort to facilitate 

the implementation of an efficient and effective predictive 

policing. Police and other law enforcement agency are the 

custodian of past crime records and they maintained the 

crime database [2-4]. Data obtained from this source should 

be analyzed to gain useful insights and knowledge to assist in 

decision making process. Numerous studies in the past have 

reported a number of techniques for analyzing crime data 

among which are statistical and machine learning techniques 

[3]. Therefore crime data analytics can provide information 

about crime statistics and report for a region or country [4]. 

Thus this will be useful to law enforcement agencies for 

aiding in proactive decision making in order to provide 

adequate security and safety for their citizenry [5]. Crime 

prediction and data mining information may be of different 

types and can be seen as categorized in Figure 1. 

2. MOTIVATION AND OBJECTIVES

The main motivation of this study is to explore the various 

crime prediction and data mining techniques and challenges 

reported in literature as well as to know which state of the 

arts are relevant. The analysis in the study will offer 

knowledge to other researchers in knowing which categories 

of crime prediction and data mining measures and techniques 

as well as challenges that have been covered in the previous 

research studies and also help to identify gaps. The objectives 

of the study are to systematically review crime prediction and 

data mining approaches, issues and challenges faced in the 

existing studies. This review will help researchers gain state 

of the arts methods of crime prediction and data mining and 

more so help highlighting research gaps. 

Figure 1. Crime prediction and data mining information 

categories 

The rest of the paper is organized as follows: Research 
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methodology used for the study is described in Section two, 

while classification of crime prediction and crime data 

analyses is presented in Section three using the following 

criteria: (1) Techniques used. (2) Technologies used and (3) 

various challenges addressed. Sources of crime dataset and 

types of crime is discussed in section four. Result of the 

review is discussed in section five, while conclusion and 

future directions is presented in section six. 

 

 

3. RESEARCH METHODOLOGY 
 

The methodology employed in this study is composed of 

three steps. The first step involves getting related research 

work in crime prediction and data mining. The second step 

involves establishing a classification scheme illustrated in 

Section three. Presentation of the summary of findings and 

report of detailed literature review is the third step. The 

following research questions will be investigated: 

RQ1: What are the different techniques used in crime 

prediction and crime data mining? To provide answer to this 

question, bar chart in section three explain and illustrate 

frequency of publications corresponding to different 

techniques in this area.  

RQ2: What are the various techniques and measures used 

in crime prediction and data mining? To be able to answer 

this question, Table four in Section three described the 

techniques used in crime prediction and data mining.  

RQ3: What are the various challenges involved in crime 

prediction and data mining. In providing answer to this 

question, pie chart in section three describes the various 

challenges and issues faced. 

 

3.1 Screening & search strategy 

 

In choosing relevant articles for this study, five major 

databases were selected. For this purpose, these major 

databases of electronic journals were searched. The following 

are the digital libraries considered: 

•IEEE Xplore (http://ieeexplore.ieee.org),  

•ACM Digital Library (www.acm.org/dl),  

•Science Direct (http://www.sciencedirect.com),  

•Springer (http://www.springerlink.com), 

•Wiley Inter science (http://www.interscience.wiley.org). 

Study Selection: Journal published research papers, 

conference proceedings and workshops which are thought to 

be worthy of consideration are used for the study. Keyword 

based search is used to pick the most relevant work. The 

keywords used are: violent crime prediction and data mining. 

Those that are not directly related to crime prediction and 

data mining were discarded. Omission of any research paper 

was based on the following criteria: 

• Research paper that have not been published, non-

English related papers, text-books, Master and Doctoral 

dissertations, and papers that are not peer-reviewed. 

• Crime prediction and data mining researches published 

between 2004 and 2018 which are current and recent were 

considered. The search strategies and the number of 

outcomes obtained is presented in Table 1. Some of the 

studies which are not relevant are excluded from the returned 

studies. The abstract of articles returned during search which 

could not be estimated based on titles were considered. After 

reading such papers, if the abstract is not evident, the paper is 

considered irrelevant and then excluded. it. 

Table 1. Search selection criteria used 

 
Sno E-resources Studies 

returned 

Excluded Keywords 

used 

Studies 

repeated Base on title Base on abstract base on full text 

1 http://ieeexplore.ieee.org 10 1 3 - crime 

prediction 

7 

12 2 1 - crime data 

analysis 

2 http://www.acm.org 5 3 1 - crime 

prediction 

- 

1 - - - crime data 

analysis 

3 www.sciencedirect.com 13 4 2 3 crime 

prediction 

3 

29 12 6 4 crime data 

analysis 

4 www.springerlink.com 73 38 14 13 crime 

prediction 

8 

27 10 7 4 crime data 

analysis 

5 www.interscience.wiley.com 9 2 1 2 crime 

prediction 

6 

18 10 3 3 crime data 

analysis 

  

3.2 Classification scheme establishment 

 

The chosen selection process used for this study resulted in 

225 papers altogether, eliminating papers repeated from five 

different digital libraries on 30th November 2018, 12.30 PM. 

The papers were carefully classified and accessed and were 

further classified in accordance with the criteria formulated 

in section 2 of this paper. 

3.3 Papers distribution and summary of researches in 

crime prediction 

 

The results obtained after classification proffer important 

guidelines for future research direction on crime prediction 

and data mining. The number of related literature to crime 

prediction and data mining has increased enormously. Papers 

from 2004 to 2018 were reviewed. These papers and their 
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distribution over the years are presented in Table 2. Also 

presented in Table 6 is the summary of the researches in 

crime prediction and data mining according to the 

contribution of the past studies. 

 

Table 2. Distribution of papers over the years 

 
Year 2004 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 

e-Resources 

IEEE 1  1 1 1 1 2 1 1 3 2 1 1  

ACM   1    1 1  1 1 1 2  

Science direct  1   1 1 2 1 1 2 2 2 2  

Springer  1 1   1 1   2     

e-print       1      1 1 

 
 

 
 

4. CLASSIFICATION METHOD  

 

Different The following criteria are used to classify the 

research papers:  

(1) Techniques used, (2) Technologies used and (3) 

Gaps and issues addressed. 

 

4.1 Classifications based on the techniques used 

 

The information on Table 3 shows the crime prediction’s 

various techniques applied on the basis of papers reviewed. 

The various corresponding techniques used along with 

frequency of publications in crime prediction and data 

mining are illustrated using a bar chart in Figure 2. 

 

 
 

Figure 2. Number of research papers according to techniques used 

 

Table 3. Various crime prediction and mining techniques used 

 
Technique  Description  

Clustering  - Process of grouping similar objects//data into classes of similar objects.  

-A cluster identified from data objects can be treated as one group.  

Classification  - Sample inputs and outputs are used as example to classify and predict unknown 

data.  

- Model is derived to determine the class of an object based on its attributes.  

Association rule mining  - Relationship between variables and data objects are sought.  

- A well research method and popular for discovering interesting relationships 

between variables in large databases.  

Frequent pattern mining  - Use to find frequent patterns that occur in a dataset.  

- It is the foundation for finding inbuilt regularities in data.  

Hybrid approach - Combining two or more supervised learning methods together for the purpose of  

 crime prediction. 

Outlier analysis  - Identify items or events, or specific observations that is not in-line with an  

  expected pattern.  

- It is also called the process of detecting anomalies in data.  

Regression analysis - Most cases use to predict range of numeric data values (continuous values), from 

a particular dataset.  

4.2 Classifications based on the challenges addressed 

 

The gaps found and addressed in the papers reviewed were 

applied as the third classification criteria. Difficulty in data 

collection, data preprocessing, data storage, performance and 

integration are mostly discussed [6-8]. Other issues addressed 

involved dealing with data that does not have specified 

structure, selection of appropriate methods, selection of 

appropriate technologies and collection of data from reliable 

sources [9-11]. The various gaps addressed by various 

research papers are presented using a pie-chart in Figure 3. 
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Figure 3. Challenges addressed by the research papers 

 

4.2.1 Data collection and integration 

Input process is critical in the crime prediction and control 

process [9, 11]. Data pertaining to crime is collected from 

various heterogeneous sources such as criminal records, 

social media, news, and police reports (FIRs) etc. Collecting 

such a huge volume of data is highly challenging, according 

to [12]. 

 

4.2.2 Data preprocessing 

The data about crime collected are usually in various 

formats such as text, images, graph, audio, relational data, 

unstructured datand semi-structured data [13]. According to 

[14], the process of transforming these various data in 

different formats to the understandable and desired format is 

a major challenge in crime prediction. 

 

4.2.3 Data storage issues 

Data associated with crime is characterized by huge 

amount of data. Crime prediction requires a large amount of 

storage and this necessitate a new data management 

technique located on distributed processing systems [15]. 

New database technology NoSQL such as Apache Hadoop is 

becoming a new standard for crime prediction and data 

analytics [16]. 

 

4.2.4 Performance related issues 

Issues bordering on performance are usually concerned 

with processing time, reliability and precision [17-19]. 

Technologies and techniques used affect the processing time. 

In resolving this problem, there is need to evolve algorithms 

and technologies to increase the precision and accuracy. 

 

4.2.5 Issues on visualization 

Visualizing the results from crime prediction and crime 

data analysis is a major challenge [11]. Knowledge 

representation using bar-charts, graphs, and pie-chart is often 

referred to as visualization [20]. It is in most cases difficult to 

lay hands on a user-friendly visualization for the massive 

data [20]. 

 

 

5. CRIME SOURCES AND TYPES 

 

Discovering a successful investigation and the right 

insights, it becomes very important to recognize the available 

data sources of crime and the various types of crime [21]. 

 

5.1 Crime data sources and analysis 

 

Report from the Police and other law enforcement 

agencies were discovered. Crime report from Police FIRs 

(First Information Report) archives historical crime data that 

contain important information about crime, complainants and 

the suspects. 

First Information Report (FIRs) made by the police from 

the victim are normally written by police staff on paper and 

usually in an unstructured format. This is one of the reliable 

ways of crime data collection [22]. 

 

5.2 Investigation files 

 

The police use previous investigation files of the suspect to 

identify a previously convicted suspect, these files are usually 

in text, photo, credit card statements, CCTV video files, 

phone call, bank account, e-mail send & receive records, 

forensic reports, witness & victim statements and lawyer 

statements [23, 24]. 

 

5.3 Intelligence reports 

 

Data and information about criminals are usually 

maintained by intelligent agencies. National Intelligence 

Agencies (NIA) of Nigeria, Intelligence Bureau (IB), and 

Narcotics Control Bureau (NCB) are some of these agencies 

[25, 26]. 

 

5.4 Intelligence findings 

 

Intelligence findings that are open source based are 

extracted from the web, search engines, and social media 

platforms such as (Facebook, Twitter, and LinkedIn). This 

information is highly in an unstructured format [27, 28]. 

 

5.5 Police records 

 

Criminal suspects and their records are usually maintained 

by police officers for future references and use. These 

records are kept in relational data format or text format [29]. 

 

5.6 Type of crimes 

 

Different crime categories are presented in Table 5, which 

are classified by various law-enforcement agencies. Different 

types of crime, such as arm robbery and kidnapping concern 

police at various divisions and levels of government [27, 30]. 

Other types of crime such as cybercrimes and terrorism are 

usually investigated by local, national and international 

agencies [31]. 

 

 

6. RESULTS 

 

This systematic review brings together the evidence for the 

collection of data used for crime prediction and control in 

Nigeria. A total of 42 studies were included in the review. 

Out of this total, six (6) used Association rule mining for 

crime pattern analysis from crime data. The limitation of this 

approach is processing time and visualization were not 

considered. Five (5) other studies applied statistical based 

techniques such as Principal Component Analysis, Spatial 

Statistics Analysis for crime prediction. The result obtained 

were inefficient and inaccurate as it takes time to make crime 

prediction. Eleven (11) out of the reviewed studies applied 

Clustering approach to crime prediction where it produces 

unreliable prediction result with noisy data and when the 
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number of clusters are small. Thirteen (13) concentrated on 

supervised learning techniques where some of the authors use 

Frequent pattern mining, emotion mining, Support Vector 

Machine, Decision Tree and Neural Network techniques on 

crime data. Some of these techniques have some inherent 

deficiencies that really affected the output and performance 

of the model developed. For example, decision tree is prone 

to over-fitting when dataset is huge and also deep neural 

network will produce inaccurate results when dataset is small. 

Lastly, only seven (7) researchers adopted hybrid approach 

for crime prediction and data mining and only five out these 

actually focused on spatio-temporal crime prediction. Some 

of the authors that applied hybrid approaches to crime 

prediction and data mining problem, use association rule 

mining and Genetic Algorithms, while some of authors 

applied IF-IDF and Bayesian Network while some also 

applied K-means and Deep Neural Network. But some 

noticeable gap in all of these is that there is an appreciable 

reduction in the overall performance of the system when 

dataset become huge. Some studies used demographic and 

social media data for their crime prediction while in some 

other studies, historical crime data was used for prediction 

the occurrence of crime. The summary of the review result is 

presented in Table 4. 

 

Table 4. Technologies used in crime prediction and data mining   

 
Technology 

used 

Description of technology Technology features  

SPSS  
 

- Acronym is for Statistical Package for Social Sciences  

- Can handle and process highly complex data manipulation 

and analysis  

- Can assign names and labels to variables and data 

values  

- Missing data codes can easily be defined 

- Ability to read a wide variety of data formats such as 

binary, numeric, alphanumeric and time format  

- Ability to read non-rectangular and hierarchical raw 

data files  

- Ability to read and write to compressed data files  

MongoDB - supports both NoSQL database and JSON- like document 

technology for dynamic schemas  

-uses ad hoc queries  

-indexing based 

-support replication  

-can aggregate 

- have load balancing  

- support file storage  

Neo4j - supports ACID - compliant database technology with both 

processing and native graph memory 

-have easy query language  

-support indexing  

-support unique constraints  

-represents semi-structured data easily  

ESOM tool - Ability to perform data mining tasks with Emergent Self-

Organizing Maps (ESOM)  

-support visualized animations 

- support automated application to new data and creation 

of the ESOM classifier  

Weka - It has provision for machine learning algorithms and data 

mining tasks  

- preprocessing of data 

- data classification  

- clustering of data 

- regression analysis 

- association rules mining 

- results visualizations  

Pig - supports high level mechanism for parallel programming of 

MapReduce jobs meant to execute on Hadoop clusters. 

- complex codes not available 

- It supports multi-query approach  

- supports SQL-like language such as PigLatin 

Hadoop - it forms core component of any state of the art architecture  

- allows organizations to store and collect, then analyze and 

manipulate large amount of data  

- It has ability to handle data in different formats whether 

structured, semi structured or unstructured format. 

- Plus powerful visualizations  

 

 

7. DISCUSSION 

 

This systematic literature review is put together from 42 

publications. The summary of the researches done in crime 

prediction and data mining is presented in the Table 5. It all 

shows that the techniques such as statistical methods, 

clustering, association rule mining, classification and hybrid 

approaches can be applied for crime prediction and data 

mining problem. It is worthy of note that Figure 4 depicted 

highest number of research papers adopted supervised 

learning approach with 31% of the total studies to crime 

prediction, and this is followed by Clustering with 26%, 

Hybrid approach with 22%, Association rule mining with 

14% and the least which is statistical based approach with 

7% respectively. Various studies affirmed that application of 

crime prediction and data mining techniques is majorly 

dependent on situation available and objectives involved. 

 

Table 5. Research summary of crime prediction and data mining  

 
Researchers Method used Tasks Gaps 

[9, 12, 14, 15, 31, 32, 33] Association rule mining  Crime pattern analysis 

from crime data  

Model’s processing time and 

visualization were not considered. 
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[1, 2, 10, 17, 27, 35] Statistical based  Analysis of the similar 

crime data 

Data collection not available and 

no concern with solving 

processing time 

[3, 14, 15, 17, 18, 24, 25, 

31, 33, 34]  

 

Clustering  Data groupings into 

similarities and clusters 

Produces unreliable results with 

noisy data and when number of 

clusters are small. 

[11, 16, 17, 18, 19, 23, 

25, 27, 36, 37, 38, 42, 43, 

45] 

Supervised learning  Crime data analysis and 

classification  

Accuracy of prediction and 

efficiency of the model were not 

considered. 

[4, 6, 8, 10, 22, 26, 33, 

39, 40, 41, 44] 

Hybrid approaches Relational patterns 

among crime locations 

and crime were exploited 

and use to build crime 

prediction models 

Crime types and time slots for 

crime occurrence could not be 

predicted by the model. Also 

crime prediction is near 

impossible when there is no 

sufficient data to feed the model. 

 

 
 

Figure 4. Summary of findings 

 

 

8. CONCLUSION 

 

Crime prediction and data mining has become hot research 

areas in recent time because of its attendance benefits to 

socio-economic development of a nation. Outcome of this 

research will definitely benefit and help potential researchers 

to have good understanding of the available and the state of 

the arts techniques for crime prediction and control. The 

analytics of crime prediction and data mining can be used to 

give statistical reporting of crime in a particular area or 

region. This will ultimately benefit the society by making law 

enforcement agency and the government understand the 

various factors and causes of crime. Hence agencies of 

government can take a better and proactive decision towards 

improving the safety of the citizens. 
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