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One of the main steps in human identification is gender classification which can increase the 

identification accuracy. In many smart phone applications, human identification plays an 

important role in different reasons such as login permission, sign up certificates, etc. So, 

accurate gender classification algorithms may increase the accuracy of smart phone 

applications and reduce its complexity. Also, one of the benefits of gender classification 

algorithms is for parents to monitor the social network contacts of their child in terms of 

gender.  Different methods have been proposed to do it accurately so far. In all methods, 

classification accuracy is the main challenge for researchers. But, in smart phone applications, 

some challenges such as rotation, gray scale variations may reduce the accuracy. In this 

respect, a rotation invariant approach is proposed in this paper to classify genders in human 

face images based on improved version of local binary patters (ILBP). Local binary pattern 

(LBP) is a texture descriptor, which extract local contrast and spatial structure information. 

Some issues such as noise sensitivity, rotation sensitivity and low discriminative features can 

be considered as disadvantages of the basic LBP. ILBP solves the above disadvantages using 

a new theory for binary patterns categorization. The proposed approach includes two stages. 

First of all, a feature vector is extracted for human face images based on ILBP. Next, Kullback-

Leibler divergence classifier is used to classify gender. In this paper Kullback Leibler classifier 

is evaluated based on log likelihood ratio as distance measure. In the result part, two databases, 

self-collected and ICPR are used as human face database. Results are compared by different 

well known methods in this literature that shows the high quality of the proposed approach in 

terms of accuracy rate. Other main advantages of our approach are rotation invariant, low noise 

sensitivity, size invariant and low computational complexity. The proposed approach 

decreases the computational complexity of smartphone applications because of reducing the 

number of database comparisons. It can also improve performance of the synchronous 

applications in the smartphones because of memory and CPU usage reduction. 
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1. INTRODUCTION

Human’s face is a major feature in visual machine learning 

and image processing systems to identify desired aims. A face 

carries discriminative and separable information consisting 

gender, age, ethnicity, etc. [1]. Face information is applicable 

in many cases such as human-computer interaction, image 

retrieval, biometric authentication, drivers monitoring, 

human-robot interaction, sport competition senses analysis, 

video summarizing, and image/video indexing.  

Gender classification may decrease the computational 

complexity of human identification systems. In near all of the 

biometric identification systems, a big database is used 

includes large number of humans, whether man or woman.  

There are too many smart phone applications which are 

used human identification process in many reasons such as 

login permission, find friends, sign up license, etc. Many 

smartphone applications usually use the main memory of the 

mobile to perform the identification. Therefore, reducing the 

computational complexity of this task will greatly affect the 

performance of smartphones.  

Suppose that in a big database, there are n images from 

human faces. In a human identification system, the query 

image should be compared to all of the images inside the 

database, so that the diagnosis can be done accurately. It 

means, n times the feature comparison will be needed. Now, if 

the gender of the query image is clear, it's just that, according 

to the likelihood rule, the features of the query image will be 

compared to 50 percent of the images inside the database (n/2 

samples). Therefore, if the computational complexity of the 

gender classification is less than the computational of 

comparing the query image with 50% of the base images, the 

act of gender classification can greatly increase the 

performance of the smart phones. This claim shows that, 

unlike to belief of many researchers, gender classification can 

be one of the most widely used areas in image processing, with 

the application in new technologies such as smart phones. 

On the other hand, in some of the smartphone applications, 

gender classification plays an important role. For example, in 

some cases, it is important for parents to identify the gender of 

their child’s contacts specially in social networks. The process 

of a human identification system is shown in Fig. 1 based on 

two different ways in smartphones. As mentioned above, the 

proposed method can improve mobile performance in either of 
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the two modes shown in Figure 1. 

 

 
 

Figure 1. Human identification process in smartphones based 

on two different ways 

 
In this regard, the main contributions of this paper are as 

follows: 

I. Developing a robust approach for gender classification 

from human faces with higher accuracy than existing 

algorithms 

II. Propose the idea of using a gender classification 

algorithm for smart phones from two perspectives as follows:  

• Reduce the computational complexity of the human 

identification applications  

• Increase the parental monitoring power over children. 

Most of the works in this scope involves two stages: 

extracting features from faces and classifying those features 

based on a pre-labeled data. Therefore gender classification 

approaches can be categorized in terms of feature extraction 

algorithm or classification methods. The feature extraction 

algorithms can be broadly grouped into two groups as follows: 

I) Appearance-based  

II) Geometry-based methods  

All of the appearance-based methods try to extract 

information of the whole image rather than local spatial 

features. But, in the geometry-based approaches, the local 

geometric features such as distance between eyes, face width, 

length, nose size and etc., of a face are considered. The 

proposed approach extracts local texture information, so it can 

be categorized as appearance-based approaches. Hence, in the 

next section, only the works related to appearance-based 

methods are discussed. For the classification phase, previous 

works usually used support vector machine, k- nearest 

neighbors, neural networks, distribution modeling, etc.  

Local binary pattern (LBP) is a semi parametric descriptor 

which describes the local contrast and local spatial structure of 

an image. LBP commonly is used in computer vision systems 

to describe image texture. It provides discriminative texture 

features to identify image content.  In this paper an approach 

is proposed for gender classification of human based on 

improved version of LBP. First of all, improved LBP is used 

to describe input human facial image as a feature vector. Next, 

a classification phase is needed to identify the gender of the 

test image. In this paper, Kullback-Leibler (KL) divergence 

algorithm is evaluated based on log-likelihood ratio. So, 

evaluated KL is used for classification phase. 

 

 

2. RELATED WORKS 
 

As it was mentioned in previous section, gender 

classification methods are different in feature extraction and 

classification algorithms. Briones et al. [2] proposed a multi 

agent system to classify gender and age in human face images. 

An innovative method is proposed for image acquisition, 

preprocessing and final classification [2]. Experimental results 

show that Fisherfaces method is more effective than multi 

layer perception (MLP). Also, its training time is shorter 

because of dimension reducing [2].  

Moghaddam et al. [3] used a non-linear version of support 

vector machine (SVM) to classify faces from thumbnail 

images with low resolutions. SVM is set up with Gaussian 

RBF and cubic polynomial kernels [3]. Moghaddam et al. [3] 

designed different experiments based on other classifiers such 

as linear discrimination analysis (LDA), RBFs, K-Nearest 

Neighbor. They used a database with 1,755 thumbnail images 

including 1044 males and 711 females. Best accuracy was 

obtained using SVM along with Gaussian RBF kernel with 

error rate of 3.38 percent for males and 2.05 percent for 

females. Regardless of high detection rate, this method has 

some disadvantages such as: collecting a database of 

thumbnails is not possible in many cases, the computational 

complexity is very high because of evaluation and using RBF 

kernel [3]. 

Many other human properties are discussed in papers until 

now. For instance, Matta et al. [4] combined spatial 

information of human parts such as head motion, mouth 

motion, and facial appearance to extract gender features. Yang 

et al. [5] developed a fully automatic learner system for 

combined face detection and gender classification. They used 

maximum-likelihood estimation for face detection and for 

facial feature detection.  

Shakhnarovich, et al. [6] applied AdaBoost to the features 

used by the face detection system created by Viola et al. [7] on 

24×24 pixel images collected by crawling the web. They 

obtained an accuracy of 79 percent. The performance of some 

well-known human face recognition algorithms are compared 

in terms of accuracy [8]. Buchala et al. [9] proposed a gender 

classification system based on a sub set of selected features 

using principal component analysis (PCA), Self organizing 

maps (SOM), and curvilinear component analysis (CCA). Best 

results are obtained using 759 PCA components, about 92.25 

percent detection rate. Main disadvantage is over-fitting 

because, the size of the faces is restricted to 128x128 pixels 

and the test set is composed by only little number of faces [9]. 

Baluja and Rowley [10] proposed an adaboost system for 

gender classification with manually aligned faces. They 

evaluated a database of human faces by varying face image 

scaling, translation, and rotation. An experimental comparison 

between the Adaboost and SVM classifier is proposed [10]. 

Most of the previous works use manual detection and 

alignment of the face images which has been shown to 

improve performance [11]. Only few studies have 

automatically extracted faces using a face detector [2, 3, 12]. 

Some major challenges of gender classification are to account 

for the effects of illumination, background clutter, pose and etc. 

Practical systems have to be robust enough to take these issues 

into consideration. Most of the work in gender classification 

assumes that the frontal views of faces, which are pre-aligned 

and free of distracting background clutters, are available [2]. 
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Shmaglit and Khryashchev [13] proposed an approach for 

gender classification based on two steps: feature extraction 

and classification. First of all, the input image is converted to 

HSV color space. Next, adaptive feature set is extracted for 

localize face images. Finally, SVM is used to classify two 

gender groups. Good localization for face detecting is one of 

the main advantages. But high computational complexity can 

be considered as one of the main disadvantages, which reduce 

its usability in online applications [13]. An image processing 

descriptor called Local Binary Patterns (LBP) first has been 

proposed by Ojala et al. [14], to analysis textures. LBP has 

been used in various vision applications such as face 

recognition [15], texture classification [16], surface defect 

detection [17, 18], image retrieval [19] and etc. Shan [20] used 

local binary patterns as feature descriptor for gender 

classification. The authors extracted histogram based on 

primary version of LBP. Lian and Liu [21] used support vector 

machine as classifier correlated with local binary patterns. 

As a new work, Tapia and Perez [22] claim that feature 

selection may decrease the Complexity of gender 

classification. In this respect, the mutual information between 

statistical face features is used to select an optimum subset of 

more related features. Finally, SVM is used for classification 

stage. High detection rate in comparison with some methods 

is one of the main advantages [22]. But feature selection may 

add a new complexity to the system. So, it cannot be useful in 

human identification applications as preprocess. Also, selected 

features may be sensitive to noise, because selected sub set 

may be different in each dataset.  

The primary version of local binary patters which is used as 

feature extractor is sensitive to zoom, rotate, gray-scale and 

size [20, 21]. In this respect, Ojala et al. [16] modified two 

dimensional version of local binary patters are proposed and 

its high quality to analysis textures are discussed. The 

proposed feature extraction algorithm in this paper is based on 

modified version of local binary patterns. In this respect, 

proposed approach is categorized in appearance based 

methods. Also, the nearest neighbor is applied as classifier, 

which is evaluated using log likelihood ratio as distance metric. 

In the result part, the detection rate of the proposed approach 

is compared with some well know methods in this literature. 

The results show the high quality of the proposed to classify 

genders accurately. Rotation invariant, gray-scale invariant, 

size invariant, low sensitivity to noise, and low computational 

complexity are some other advantages of the proposed 

approach. All of the advantage is discussed in a clear way 

separately. 

 

 

3. PRPOSED GENDER CLASSIFICATION 

APPROACH 
 

Gender classification is categorized as a visual pattern 

classification problem. Near all of the works in this scope 

involves 2 main stages: a) Faces or head features b) classifying 

those features using pre-labeled database. The proposed 

approach has a main flowchart as shown in Figure 2. As it is 

shown in the Figure 2, the novelty of the proposed approach is 

providing local texture information as features using ILBP. 

Also, the kullback-leibler divergence is evaluated using log 

likelihood ratio to improve the recognition rate. 

The proposed approach decreases the run time of human 

identification applications in the smart phones. So, the relation 

between the proposed gender classification approach and 

human identification App is shown in the Figure 3. 

 

 
 

Figure 2. The flowchart of the proposed gender classification 

system  

 

 
 

Figure 3. The flowchart of related between human 

identification application in smart phones and proposed 

gender classification  

 

3.1 Feature extraction step 

 

Detection rate is much related to the discrimination of 

extracted features. The main visual difference between the 

human face images of man and female is usually in the face 

texture. For example, the body texture of men is usually 

thicker and has more edges than women. The results of the 

researchers in previous papers have shown that color and 

shape information cannot make a significant difference 

between these two groups. So, in this paper texture 

information is extracted from human faces using improved 

local binary patterns (ILBP).   

 

3.1.1 Basic local binary patterns 

Pietikäinen et al. [14], introduced an image descriptor titled 

local binary pattern to consider texture information. The LBP 

is an efficient operator which describes the local contrast and 

local spatial structure of an image in multi resolutions. 

Experimental results showed high severability and 

discriminative power of basic LBP for texture classification 

[14]. In order to evaluate the LBP, at a given pixel position (xc, 

yc), LBP is defined as an ordered set of binary intensity 

comparisons between the center and its surrounding neighbors. 

In mostly cases, neighborhoods are considered circular 

because of achieving the rotation invariant. Points which the 

coordination’s are not exactly located at the center of pixel 

would be found by bilinear interpolation technique. In Figure 
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4, some circular neighbors are shown with different radius 

from R=1 to R=2 and respected different number of 

neighborhoods pixels (P). Of course, in some cases such as 

surface defect detection [17, 18] the squared neighborhood is 

considered to reduce computational complexity.   

 

 
(a)                          (b)                            (c) 

 
(d)                        (e) 

 

Figure 4. Some examples of desired neighborhoods in LBP 

(a) Circular with P=8, R=1 (b) Circular with P=12, R=1.5 

(c)Circular with P=16, R=2 (d) Square with P=8, R=1 (e) 

Square with P=16, R=2 

 

Now, the LBP are defined at desired neighborhood using Eq. 

(1). 
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where, "gc" corresponds to the grey value of the center pixel 

and "gk" to the grey values of the kth neighborhood pixel. So, 

P will be the total number of neighborhoods in desired manner, 

and function Ω(x) is defined as follows: 
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The LBPP,R descriptor produces 2P different output values, 

corresponding to the extracted binary patterns.  

 

3.1.2 Improved local binary patterns  

Low discrimination and high computational complexity are 

disadvantage of basic LBP which are discussed with details 

[14]. To solve these problems, Tajeripour and Fekri-Ershad 

[16] defined a uniformity measure "U" to categorize extracted 

binary patterns in significant groups. U, corresponds to the 

number of spatial transitions (bitwise 0/1 changes) in the 

extracted binary pattern. The computing process of uniformity 

measure is shown in Eq. (3). For example, patterns 01001100 

have U value of 4, while 11000001 have U value of 2. 

 

𝑈 (LBPP,R(xc, yc)) = |Ω(g1 − gc) −  Ω(gP − gc)| +

∑ Ω(gk − gc) −  Ω(gk−1 − gc)P
k=2             (3) 

 

Next, Patterns are grouped in two classes. Hence, patterns 

with uniformity amount less than UT are categorized as 

uniform patterns. The patterns with uniformity more than UT 

classified as non-uniforms. Finally, a label is assigned to each 

neighborhood using Eq. (4). The total number of ones in 

extracted binary patterns is considered as label for uniform 

patterns, and label P+1 is assigned to all of the non uniform 

patterns.  
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In notation of ILBP descriptor, the word riuT shows uniform 

patterns that have U value lower than UT. LBPP,R will assign a 

label from zero to P to all uniform patterns. Also, unique label 

P+1 will be assigned to all of the non-uniform ones. So, 

uniformity threshold should be optimized that uniform labels 

cover majority patterns in the image. Experimental results 

show that if UT is chosen P/4, only a small part of the patterns 

in the texture takes label P+1 [17, 18]. 

As it was described, a label is assigned to each 

neighborhood. Regarding the Eq. (4), if the number of 

neighbors is considered "P" pixels, applying LBPP,R will assign 

a label from zero to "P" to uniform segments and label "P+1" 

to non-uniform segments. Using uniformity process make 

ILBP resistant to image rotation and gray scale variations. 

Image rotation may disturb the position of neighbors in 

relation with center pixel, but the relation between the 

neighbors will be same after rotation. A visual example is 

shown in Figure 5.   

 

 
 

Figure 5. Rotation invariant proof of ILBP 

 

Applying ILBP extract local texture information based on 

some predefined label. In order to make it ready for 

classification, texture information should be converted to a 

numeric feature vector. So, for every image, a feature vector 

can be extracted with "P+2" dimensions. In this respect, first 

ILBPP,R should applied on the whole image and the labels are 

assigned to neighbors. Then the occurrence probability of each 

label in the image is regarded as one of the dimensions of the 

feature vector. The occurrence probability of a specific label 

in the image can be approximated by the ratio of the number 

of that label to the number of all labels (Eq. (5)).   

 

10 1

1

, ,..., pPP P

total total total

NN N
F

N N N
+=         (5) 

 

where, NPi is the number of neighbors that labeled as i, and 

Ntotal is the total number of neighbors. The extracted feature 

vector (F) is probabilistic which means the addition of all 

dimension values are one.  
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3.2 Classification phase 

 

Fix and Hodges [23] developed a nonparametric algorithm 

for pattern classification, which is known as kullback-leibler 

divergence (KL). It is a lazy classifier that stores all label 

instances and classifies new sample using a distance/non-

distance criteria. An instance is classified by a majority vote 

of its neighbors, with the instance being assigned to the class 

most common among its T nearest samples measured by a 

distance criteria. Using different distance/similarity criteras is 

main property of the KL.  

For instance, Nguyen et al. [24] used cosine as a distance 

measure, for face verification. Pearson correlation similarity is 

proposed for text classification, which provided good accuracy 

[25]. In information theory, the KL divergence [26], also 

called discrimination information, is a measure of the 

difference between two probability distributions A and B. It is 

not symmetric in A and B. In applications, A typically 

represents the true distribution of date observations, while B 

typically represents a theory or approximation of A. Hindi [27] 

listed more than 50 different similarity and distance metrics in 

terms of binary, nominal, numeric, etc.  

One of main novelties of the proposed approach is using 

evaluated kullback-leibler as classifier. In this regard, near all 

of the similarity/distance criteria was performed in KL 

divergence [27]. Finally, log likelihood provided highest 

classification accuracy rate. The extracted vector using ILBP 

is a probabilistic measure, where the sum of all dimension 

values is one. The log-likelihood ratio is specialized for 

probabilistic vectors. Log-likelihood ratio is used for texture 

classification based on local binary patterns [16, 17]. Log 

likelihood ratio provides maximum accuracy for surface defect 

detection using modified local binary patterns [18]. Log-

likelihood ratio between two probabilistic feature vectors like 

A and B, is computed as described in the Eq. (6). 

 

𝐿(𝐴, 𝐵) =  ∑ 𝐴𝑘𝐿𝑜𝑔 (
𝐴𝑘

𝐵𝑘
⁄ )𝑃+1

𝑘=0                   (6) 

 

where, L is the log-likelihood ratio and AF shows the feature 

vector which is extracted for train image A. Also, Ak shows 

the value of kth dimension in vector A. B shows the feature 

vector which is extracted for test image B. Also, Bk shows the 

value of kth dimension in vector B. The KL divergence is a non 

similarity measure, since minimization of ratio shows the 

similarity to specific class. In our application, A and B can be 

considered as extracted feature vectors for two texture images 

using Eq. (6). Also, in our experiments, T nearest samples to 

the test image are selected based on KL divergence ratio. 

Finally, test image is classified by a majority vote of its T 

nearest neighbors. It is denoted by T-KL in this paper as 

follows. 

 

 

4. EXPERIMENTAL RESULTS 

 

To achieve a fair performance comparison, the proposed 

approach was evaluated upon two databases:  

I. Self-Collected Database  

II. II.ICPR database as follows 

 

4.1 Comparison results on self-collected database 

 

In order to evaluate the performance, 200 human face 

images are selected from wiki dataset [28], in different pose, 

face orientation, rotation, zoom and size. The above challenges 

are common challenges that occur when shooting a profile 

image with a smart phone.        

The collected database includes 100 face images of females 

and 100 images for male. The proposed gender classification 

system is applied on total database images. Finally, the 

evaluated T-KL which is discussed in section 3.2 was used to 

classify genders (Two Labels=male & female) based on T=1, 

3, 5. The classification accuracy rate is shown in Table 1. 

Hence, some other well-known classifiers such as SVM, 

Simple KNN, J48 Tree and Naïve Bayes are used for 

classification as follows. in all cases, 10-fold method is 

performed as validation method. 
 

Table 1. Proposed gender classification accuracy rate (%) 

using different classifiers on self-collected database 
 

Method 1-KL  3-KL 5-KL SVM J48 Tree 

Accuracy  93.65 94.35 92.67 90.83 84.22 

Method 1-NN 3-NN 5-NN Naïve Bayes MLP 

Accuracy 88.04 90.25 86.52 79.54 91.32 

 

The maximum classification rate is provided using 

evaluated T-KL with T=3. In Table 2, the proposed gender 

classification approach is compared with some other state-of-

the-art methods in this literature. Lian et al. [21] proposed an 

approach based on primary version of LBP and SVM as 

classifier. Shakhnarovich et al. [6] used adaboost to propose 

fast and ethnicity gender classification for real time face 

images. Leng et al. [29], proposed an appearance-based 

method based on Gabor features and Fuzzy SVM as classifier. 

Some of the self-collected database images are shown in 

Figure 6. 
 

Table 2. Proposed gender classification accuracy rate (%) in 

comparison with well-known approaches on self collected 

database 

 

Method Proposed Approach 
LBP + 

SVM [21] 

Harrlike + 

Adaboost [6] 

Accuracy   94.15 91.56 82.45 

Method 

LBPH+Haarlike + 

(Adaboost/SVM) [30] 

Gabor + 

Fuzzy 

SVM [29] 

Patch Based 

+ Bayesian 

[31] 

Accuracy 90.83 94.27 89.35 

 

 
 

Figure 6. Some of the human face images in self-collected 

database 
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4.2 Comparison results on ICPR database 

 

Gender classification near all of the times is performed on 

human face images. There are many benchmarks to evaluate 

the performance of face recognition, face detection, gender 

classification or facial identification methods. ICPR is a state-

of-the-art benchmark for face image analysis [32]. Different 

pose, skin color, illumination variation is some of the ICPR 

characteristics. In this respect, our proposed approach is 

applied on ICPR database to evaluate its performance. ICPR 

consists of 15 sets of images. Each set contains of 2 series of 

93 images of the same person at different poses. There are 30 

people in the database, having various skin colors. The pose, 

or head orientation are different in images. Among the images, 

16 images are male and 14 images are female. The proposed 

approach was applied on this database images and detection 

rate is computed which is shown in Table 3.  

 

Table 3. Proposed gender classification accuracy rate 

compared with well-known approaches on ICPR database 

 

Method 
Classification 

Accuracy(%) 

Proposed Approach 94.76 

Harrlike + Adaboost [6] 87.65 

LBP + SVM [21] 90.65 

Mutal informatio+Statistical 

features+SVM [22] 
94.53 

Gabor + FuzzySVM [29] 94.84 

LBPH+Haarlike + SVM [30] 91.06 

Patch Based + Bayesian [31] 90.83 

HCLBP + KNN [33] 93.67 

As it is shown in tables 2 & 3, the proposed approach 

provides more classification accuracy rate than near all of 

other approaches. Of course, the combination of Gabor and 

fuzzy SVM provides the best classification rate between them, 

but the computational complexity of combination Gabor and 

fuzzy SVM [29] is more than proposed method because of 

computation Gabor features. The computational complexity of 

Gabor filtering is compared with local binary patterns [34]. 

 

4.3 Advantages  

 

According to the results, the proposed approach provides 

high classification rate. The proposed approach has some more 

important advantages as follows: 

 

4.3.1 Low computational complexity 

In image processing cases, one of the main challenges is 

computational complexity. In order to evaluate the complexity, 

numbers of required operations are computed such as division, 

multiplication, addition and subtraction [17, 18, 35-37]. To 

apply LBPP,R, on image, total number of required operations 

are shown in Table 4. Where, the size of image is W ×W. 

As, it's shown in Table 4, the total number of required 

operations for an image is very low, against other appearance-

based methods such as statistical features, Gabor filters, 

wavelet features. For example, to extract wavelet features 

from an image in size of 256×256, more than 14,800,000 

comparison, subtraction and additions are required. But, 

applying proposed LBP16,2 just need 18 multiplications, 18 

divisions, 16 addition, and 1,040,400 comparisons [18]. 

 

 

Table 4. Total Number of required operations for applying LBPP,R 

 
Operation 

 

Operator 

Comparison Multiplication Division Addition 

LBP8,1 (W-1)×(W-1)×8 10 10 8 

LBP16,2 (W-2)×(W-2)×16 18 18 16 

LBP24,3 (W-3)×(W-3)×24 26 26 24 

LBPP,R (W-R)×(W-R)×P P+2 P+2 P 

4.3.2 Rotation invariant 

Some gender classification approaches are sensitive too 

rotation [38]. The modified version of local binary patterns is 

rotation invariant [16, 39]. In Eq. (3), the uniform measure is 

computed by computing the transition between 0 and 1. 

Suppose, if the image rotates, pixel's coordination may be 

changed, but its neighbors value are fix because of using 

circular neighbors. In this respect, the number of transitions 

between 0 and 1, will not change, respectively uniformity 

measure. 

 

4.3.3 Scale invariant 

After applying the LBPP,R on each pixel, the occurrence 

probability of each label in image is computed by dividing to 

size of image as its shown Eq.(5). In this respect the proposed 

feature extracted vector (Eq. (6)) is probabilistic and it is not 

sensitive to size of human face image. 

 

4.3.4 Low noise sensitivity 

The noise is an unwanted signal. The pixel value may be 

changed based on noise, so the LBP label for that pixel may 

not be correct. According to the Eq. (6), each dimension shows 

occurrence probability of labels in whole face image. So, little 

changes in the total number of LBP labels may not result big 

changes in the feature dimension values. In this respect, the 

proposed approach is low sensitive to noise.   

Different affiliations shall be listed in separate lines. Do not 

insert any punctuation at the end of each affiliation. If all the 

authors are affiliated to the same organization, type that 

affiliation just once.  

 

4.4 Results on parental monitoring over child on well-

known social network applications  

 

As noted, one of the benefits of gender detection algorithms 

is for parents to analysis the social network contacts of their 

child in terms of gender. In this regard, the profile images of 

contacts of four different users in two popular social networks 

(WhatsApp and FaceTime) were classified by the proposed 

algorithm. The algorithm presented in this paper identified 

gender of contacts with 87.54 percent accuracy. The details of 

this experiment are shown in the table below.
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Table 5. Proposed gender classification accuracy rate (%) on 

social network profile images 

 
User #1 

Gender Male Female Average 

Classification 

accuracy 
86.32 90.74 88.53 

User #2 

Gender Male Female Average 

Classification 

accuracy 
87.38 89.92 88.65 

User #3 

Gender Male Female Average 

Classification 

accuracy 
90.04 91.12 90.58 

User #4 

Gender Male Female Average 

Classification 

accuracy 
84.92 88.47 86.69 

 Total = 88.61  

 

4.5 Results on time consuming of human identification 

applications  

 

As mentioned, one of the goals of this paper is to speed up 

the process of human identification applications in smart 

phones. In order to investigate this, a creative experiment was 

put forward. First, a human identification application was 

designed locally based on the Android operating system. Next, 

it is installed on a Sony Xperia LT25i smart phone. A database 

of 400 human face images was collected for it. Human 

identification was performed for 100 images randomly. The 

results showed that the average identification time for each 

image took 2.3 seconds. Then the proposed gender 

classification algorithm was added to the human identification 

method as a pre-processing step. The results showed that the 

average identification time for each image may take about 1.9 

seconds. Thus, on average, the speed of human identification 

in the designed application decreased approximately 17.39 

percent. 

 

 

5. CONCLUSIONS 

 

The main aim of this paper was to propose a robust approach 

for gender classification in smartphone applications. In order 

to achieve the aim, an appearance-based method is proposed 

included two steps. First, improved local binary patterns are 

used to extract local texture information. Next, an evaluated 

version of k-nearest neighbors is proposed which uses log 

likelihood ratio as distance measure. In the result part, gender 

classification is done using evaluated T-KL on two benchmark 

databases, self-collected and ICPR. The proposed approach 

provides classification accuracy about 94.76 on ICPR dataset. 

The classification accuracy is compared with some other state-

of-art methods. Results show that the performance of the 

proposed method is higher than state-of-the-art methods in the 

related area.  

One of the unique benefits of this paper is to increase the 

quality of parental monitoring over their children's contacts on 

social networks. Experimental results on user profile images 

in two social networks, WhatsApp and FaceTime showed that 

the proposed method can accurately classify the gender of 

contact with accuracy 87.54 percent.  

Increasing the speed of human identification apps on smart 

phones is another advantage of this method. The results of an 

Android-based human identity app showed that using the 

proposed gender classification algorithm can reduce the run 

time of it about 17.39 percent. 

Proposed approach provides some other advantages such as 

rotation invariant, size invariant, low computational 

complexity, low sensitivity to noise and gray-scale invariant. 

These advantages claim the robustness of the proposed gender 

classification approach. 
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