
A Micro-expression Recognition Algorithm for Students in Classroom Learning Based on 

Convolutional Neural Network 

Jiayin Pei, Peng Shan* 

School of Business, Jiangnan University, Wuxi 214122, China 

Corresponding Author Email: shanp@jiangnan.edu.cn 

https://doi.org/10.18280/ts.360611 ABSTRACT 

Received: 20 May 2019 

Accepted: 2 August 2019 

In classroom teaching, the teachers should adjust the teaching strategy and improve the 

teaching effect based on the expression and learning state of each student. This paper mainly 

develops a micro-expression recognition algorithm for students in classroom learning, based 

on convolutional neural network (CNN) and automatic face detection. Specifically, the multi-

task deep convolution network (DNN) was adopted to detect the landmark points of human 

face, and a hybrid DNN was designed to extract the optical-flow features of micro-expression. 

The extracted features were improved through redundancy removal and dimensionality 

reduction. The rationality of our algorithm was proved through a comparative experiment on 

real-world databases and an application in classroom teaching. The research results provide a 

new direction for applying deep learning in face recognition. 
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1. INTRODUCTION

The progress of computer image processing and artificial 

intelligence (AI) is a blessing to classroom teaching. The 

classroom learning state of students can now be tracked and 

monitored in real time with the monitoring camera system, 

making it possible to evaluate classroom teaching from 

multiple dimensions [1]. 

Many studies [2-5] have shown that positive and negative 

emotions respectively promote and suppress cognitive and 

memory processes. In classroom teaching, the happy and 

interested students are more active and efficient in learning, 

while those with negative moods like confusion, fidgety and 

disgust are slow and inefficient in learning. Therefore, the 

teachers should pay attention to the emotional changes of 

students in classroom teaching, and help them to keep positive 

emotions as much as possible. 

For many various reasons, it is difficult for teachers to fully 

consider the emotional state of students in classroom teaching. 

To overcome the difficulty, the monitoring system should be 

implemented to record the learning state of students, recognize 

their emotional changes automatically, and identify their exact 

emotional state. In this way, the teaching progress can be 

adjusted in time to relieve the bad mood of students, and the 

teaching contents can be arranged flexibly as per their 

emotional state, thus improving the overall learning efficiency. 

Micro-expression refers to any fast expression that lasts 

only 1/25-1/5 of a second [6]. Such an expression often reveals 

the real emotion that one may try to suppress or hide. To 

improve classroom teaching, this paper proposes a novel 

micro-expression recognition algorithm that can recognize the 

expression of students in classroom accurately. 

2. LITERATURE REVIEW

Early studies on the automatic recognition of micro-

expression mainly focus on the differentiation between micro-

expression and macro-expression. For example, Sariyanidi et 

al. [7] found that the associated completed local binary pattern 

from three orthogonal planes (CLPB-TOP) operator achieved 

a higher recognition accuracy than the LPB-TOP. Borza et al. 

[8] extracted Gabor features from each frame of image in the

video, and then recognized micro-expression by gentle support

vector machine (SVM), which automatically segments the

image sequence.

Using the active shape model, Li and Guan [9] located the 

landmark points of human face in the following steps: the 

human face was segmented into 12 regions by facial action 

coding system; each region was preprocessed and subjected to 

the extraction of image sequence features by gradient 

histogram; the k-means clustering (KMC) was performed and 

the cluster annotation was established; finally, micro-

expression was identified by gradient histogram and weighted 

voting.  

Lung [10] put forward the Riesz wavelet function 

recognition method for micro-expression. Considering the 

short duration and small action amplitude of micro-expression, 

Li et al. [11] enhanced the small action amplitude by Eulerian 

video magnification before performing micro-expression 

recognition. 

He et al. [12] identified micro-expression in the light of 

action units. First, a set of fine facial positioning rules was 

defined. Then, the face position was determined by the rules. 

After that, the mouth corner was positioned on the face. At last, 

the tracking learning detection (TLD) was adopted to track and 

identify the motions of micro-expression. Wang et al. [13] 

proposed a strategy called the main directional mean optical 

flow feature, in which the main directional video features are 

extracted, and combined with the mean optical flow feature to 

extract the features of some blocks in face images. 

In recent years, deep learning [14] has been increasingly 

applied in image retrieval, face recognition, and expression 

recognition. The deep learning methods are generally based on 
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neural networks [15] like convolutional neural network (CNN), 

recurrent neural network (RNN) and deep neural network 

(DNN). Kim et al. [16] combined the CNN with the RNN into 

a small-scale spatiotemporal feature learning method to 

recognize the micro-expression in videos. Jain et al. [17] 

integrated SVM classifier with linear kernel and deep belief 

network (DBN), and successfully applied the integrated 

approach to recognize various facial features. 

Some scholars have introduced image processing and 

expression recognition into the evaluation of classroom 

teaching. For instance, Zhao [18] developed an emotion 

computing model for facial expression recognition in 

classroom, which relies on a tree classifier to recognize the 

facial expressions of students. D’Mello [19] observed the 

emotional changes of students, using the auto tutor system, and 

concluded that the six basic emotions proposed by Ekman 

cannot be fully applied to teaching evaluation. Tong et al. [20] 

set up a 3D emotional space model based on the facial 

expression recognition in classroom, and evaluated the 

degrees of fatigue, interest and pleasure of students according 

to the performance in each dimension. Huang and Huang [21] 

recognized the expression of various faces through feature 

extraction and classification: the emotional state of students 

was analyzed in the light of their learning state, level and effect, 

and an emotional model was created for the students based on 

the emotion evaluation indices. 

 

 

3. FACIAL LANDMARK LOCATION MODEL BASED 

ON MULTI-TASK CNN 

 

Facial landmark location is a key prerequisite of the analysis 

on facial micro-expression. With the aid of facial landmark, it 

is easy to enhance the facial features, obtain rich information 

of facial features, and extract the position change of landmark 

points. The location of facial landmark is affected by various 

factors, such as gesture change, ornament occlusion, 

illumination change and expression change. These influencing 

factors should be fully considered to detect facial landmark. 

This paper presents a facial landmark location model (Figure 

1) based on multi-task learning and three deep convolutional 

networks (DCNs): P-Net, R-Net and O-Net. 

 

 
 

Figure 1. Facial landmark location model based on multi-task learning and three DCNs 

 

As shown in Figure 1, the proposed facial landmark location 

model contains several convolutional layers and max-pooling 

layers, plus one fully-connected layer. The input of the model 

is the original face image, and the output is the detected 

locations of face landmark points and the influencing factors 

(e.g. gender difference and ornament occlusion). The 

convolutional layers either use 5×5 or 3×3 kernels. After 

convolution, the rectified linear unit (ReLU) was adopted as 

the activation function. The fully-connected layer mainly 

outputs the detected locations of face landmark points and the 

influencing factors. 

In the model, a task xi
t   and its labels yi

t  are described as 

(xi
t, yi

t), where t = {1,2, … , T} and i = {1, … , N}. The task set 

T includes five related tasks, whose labels are denoted as 

{yi
1, yi

2, yi
3, yi

4, yi
5} . Then, the main objective of the facial 

landmark location model is to minimize the cost function 

below: 

 

arg min
 

∑ ∑ Loss(yi
t, f(xi

t, wt))N
i=1

T
t=1                (1) 

 

where, Loss(∙) is the cost function; f(∙) is the calculation of 

task target xi
t by weight coefficient wt. 

In model training, the information of related tasks is learned 

at the same time. Therefore, the face landmark points detected 

for the current task will be influenced by the related tasks. Here, 

three tasks are selected to train the proposed model, namely, 

face detection, boundary box regression and facial landmark 

location. 

For face detection, the learning process can be considered 

as binary classification problem. For each task xi
t, the cross-

entropy loss was introduced: 

 

Fi
d = −(yi

d log(pi) + (1 − yi
d)(1 − log(pi)))         (2) 

 

where, pi is the probability of face; yi
d ∈ {0,1} is the real label. 

For boundary box regression, the deviation of each 

candidate window from the nearest true value should be 

predicted. For each task xi
t, the Euclidean loss was introduced: 

 

Fi
b = ‖ŷi

b − yi
b‖

2
                                  (3) 

 

where, ŷi
b is the regression objective obtained by the model; 

yi
b are the real coordinates. 

For facial landmark location, the detection process is a 

regression problem. For each task xi
t, the minimum Euclidean 

loss was introduced: 

 

Fi
l = ‖ŷi

l − yi
l‖

2
                                  (4) 

 

where, ŷi
l are the coordinates of landmark point obtained by 

the model; yi
l are the real coordinates of the i-th task. 
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Through the training, the positions of five landmark points 

were detected, including left eye, right eye, nose, left mouth 

corner and right mouth corner. 

In this paper, the multi-task facial landmark database [22] is 

used to train the facial landmark location model. This database 

contains more than 12,000 labeled face images. Each face was 

divided into 32 regions using 68 landmark points (Figure 2). 

The 32 regions (Figure 3) were taken as the facial regions of 

interests (ROIs), which contain the landmark features of 

muscle movement of micro-expression.  

 

 
 

Figure 2. The 68 landmark points 

 

 
 

Figure 3. The 32 regions 

 

 

4. MICRO-EXPRESSION RECOGNITION 

ALGORITHM BASED ON IMPROVED OPTICAL-

FLOW FEATURES 

 

The optical-flow features can identify the motion of each 

pixel based on the real-time changes of the pixel and its 

neighbors in the image sequence. This algorithm provides a 

desirable tool to describe the motion of facial muscle in micro-

expression.  

In this paper, the optical-flow features are extracted by a 

DNN that couples two CNNs, namely, FlowNetS and 

FlowNetC. In the FlowNetS, an image is inputted to extract 

the optical-flow feature. In the FlowNetC (Figure 4), two 

images of identical structure are inputted X1  and X2 , and 

combined in the correlation layer. If the two images fall in the 

same class, the output Y will be 1; otherwise, the output Y will 

be 0. 

There are numerous feature vectors in each video. If the 

original features of each ROI are directly used, the video will 

have an excessively large feature dimension. Since the micro-

expression is weak in intensity, the extremely large feature 

dimension must contain many redundant features. Therefore, 

the redundant features were reduced as follows to improve the 

extraction of optical-flow feature. 

 

 
 

Figure 4. Structure of FlowNetC 

 

For a video frame sequence, the optical-flow features 

between the first frame f1  and any other frame fi  can be 

defined as: 

 

[ax
i , by

i ]                                     (5) 

 

where, i = 1, … , n  is the serial number of each frame; x and y 

are the coordinates of a pixel in a frame; a and be are the 

horizontal and vertical components of the optical-flow feature 

vector, respectively.  

Then, an optical-flow feature can be expressed in polar 

coordinates (ρi, θi) , where ρi  and θi  are the value and 

direction of the optical-flow feature vector, respectively. 

According to our facial landmark location model, the face in 

each frame was divided into 32 regions, k = 1, … ,32. 

The set of optical-flow features of all positions l ∈ Ri
kon a 

frame can be expressed as Ui
k(l) = (ρi

k(l), θi
k(l)). Meanwhile, 

the direction θi
k(l) based on optical-flow feature was encoded 

in eight directions. For the encoded features, only the direction 

with the largest proportion in the direction-based coding was 

selected. The optical-flow features in the direction with the 

largest proportion were selected and averaged, while the 

optical-flow features in other directions in the direction-based 

coding were eliminated. The calculation in each region can be 

expressed as: 

 

U̅i
k =

1

|Smax|
∑ Ui

k(l)
Ui

k(l)∈Smax
                        (6) 

 

where, Smax is the vector set with the largest proportion in the 

direction-based coding. 

Considering the lack of specific proportion of each feature, 

the specific proportion information of Smax was added in each 

region. Thus, the feature of ROI Ri
k  can be expressed as a 

feature vector Wi
k = (U̅i

k, ρi
k). Then, the features of the i-th 

frame can be defined as: 

 

φi = (Wi
1 , Wi

2, … , Wi
32)                            (7) 

 

The optical-flow features extracted from each frame were 

taken as the features of the micro-expression video. Based on 

the improved optical-flow features, the micro-expression 

recognition algorithm can be implemented in the following 

steps: 
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Step 1: Cut the face image from the database, and input it 

into the face landmark location model to detect the landmark 

points. Three color channels are reserved for each input image. 

Step 2: Save the 68 facial landmark points output by the 

model, and discard the other outputs. Then, divide the face into 

32 ROIs based on the positions of the 68 landmark points. 

Step 3: Combine the first frame f1and any other frame fi of 

the micro-expression video into a pair, in which each frame 

contains three color channels. Input the frame pairs into the 

FlowNet, compare them with the first frame, and predict the 

optical-flow features of each frame. 

Step 4: After obtaining the optical-flow features, select the 

features in each ROI, and calculate the features of each frame 

by the improved algorithm of optical-flow features, yielding 

the optical flow features of each video. 

Step 5: Recognize the micro-expression by the SVM with 

polynomial kernel function. 
 

5. EXPERIMENTS AND RESULTS ANALYSIS 

 

Our micro-expression recognition algorithm was verified 

through experiments on two video micro-expression databases: 

Spontaneous Micro-Expression Database (SMIC) and the 

CASMEII. The former database contains 164 micro-

expression videos of 16 subjects. The micro-expressions in 

this database fall into four classes: positive, negative, surprise 

and others. Meanwhile, the CASMEII contains 247 micro-

expression videos of 26 subjects. The micro-expressions in 

this database are divided into five categories: happiness, 

surprise, disgust, repression and others. 

First, our micro-expression recognition algorithm, which is 

based on improved optical-flow features, was compared with 

the algorithm based on original optical-flow features, in terms 

of the recognition rates with different coding number in the 

two databases.  

Table 1. The recognition rates with different coding number in SMIC 
 

 N=4  N=5  N=6  N=7 N=8 N=9 N=10 

Original feature 51.27% 51.38% 52.18% 51.16% 52.01% 51.35% 51.13% 

Improved feature 56.87% 56.88% 56.62% 56.56% 59.11% 58.36% 56.71% 
 

Table 2. The recognition rates with different coding number in CASMEII 
 

 N=4  N=5  N=6  N=7 N=8 N=9 N=10 

Original feature 51.83% 52.29% 53.05% 53.51% 52.96% 52.58% 51.98% 

Improved feature 57.71% 57.59% 57.60% 57.63% 59.37% 58.16% 57.21% 

 

As shown in Table 1 and Table 2, the best recognition rates 

of the micro-expression recognition algorithm based on 

improved optical-flow features in the two databases were 

59.11% and 59.37%, respectively. The results are obviously 

superior to those of the algorithm based on original optical-

flow features. Therefore, micro-expression recognition 

algorithm based on improved optical-flow features has better 

recognition ability than the algorithm based on original 

optical-flow features in both two databases. 

Of course, the recognition rate alone cannot fully 

demonstrate the recognition performance. Thus, the confusion 

matrices of our algorithm on the two databases were obtained 

(Tables 3 and 4). The confusion matrix can clearly reveal the 

recognition condition of each type of micro-expression. 

As shown in Tables 3 and 4, the proposed algorithm 

achieved great improvement in the aspects of happiness, 

disgust and surprise. 

 

Table 3. The confusion matrix on SMIC 
 

Label 

Prediction 

 Positive Negative Surprise Others 

Positive 45.86 0 3.86 42.09 

Negative 3.18 47.92 0 47.19 

Surprise 11.12 0 0 40.54 

Others 7.18 16.18 2.96 56.72 

 

Table 4. The confusion matrix on CASMEII 
 

Label 

Prediction 

 Happiness Surprise Disgust Repression Others 

Happiness 68.72 0 3.15 0 27.23 

Surprise 10.87 59.62 0 0 28.87 

Disgust 1.62 0 56.73 0 43.46 

Repression 0 0 0 77.79 11.98 

Others 7.05 3.15 18.87 2.08 69.17 
 

Table 5. Comparative results between mainstream micro-expression recognition algorithms and our algorithm 
 

Algorithm Accuracy 

LBP-TOP [23] 40.09% 

CNN-LSTM [24] 62.19% 

STRCN-A [25] 56.82% 

ELRCN-SE [26] 48.21% 

CLBP-TOP (S+M) [27] 45.92% 

Our algorithm 58.39% 
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Taking CASMEII as the experimental dataset, our 

algorithm was then compared with several mainstream micro-

expression recognition algorithms. The comparative results 

are shown in Table 5. It can be seen that our algorithm 

correctly recognized 58.39% of all micro-expressions, more 

than most of the contrastive algorithms. The good performance 

is attributable to the fact that the optical-flow features 

extracted from the ROIs contain more useful information than 

those extracted directly by the CNN. 

6. ANALYSIS OF STUDENTS’ CONCENTRATION IN 

CLASSROOM BASED ON MICRO-EXPRESSION 

RECOGNITION  

 

The proposed algorithm was applied to identify the micro-

expressions of students in classroom, and evaluate how 

concentrated they are in class. To capture the facial changes of 

students, a high-definition camera was adopted. The video 

frames thus collected are shown in Figure 5. 

 

 
 

Figure 5. Sample of collection results 

 

During face detection, the video was decomposed into 

frames to extract effective images. Once a valid image was 

obtained, the proposed micro-expression recognition 

algorithm based on improved optical-flow features was 

applied to recognize the facial expressions of students. The 

structure of facial expression recognition model is explained 

in Figure 6. The detected facial expressions are presented in 

Figure 7. 

 

 
 

Figure 6. Structure of facial expression recognition model 

 

 
Figure 7. The detected facial expressions 
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Based on micro-expressions in classroom, the 3D learning 

state space was combined with emotional dimension theory, 

and the emotions were divided into pleasure dimension, 

interest dimension and arousal dimension. Thus, the classroom 

learning state is divided into 11 dimensions (Table 6). 

 

Table 6. Classroom learning state 

 
Emotional dimension Facial expression  

Pleasure dimension 

Angry 

Confused 

Sad 

Disgust 

Contempt 

Surprise 

Happy 

Fear 

Neutral 

Arousal dimension Arousal 

Interest dimension Valence 

 

Using our micro-expression recognition model, a 

confidence was outputted for each dimension as the possibility 

of the expression, and adopted as the scoring criterion. For 

each image, the classroom learning state of students is a set of 

micro-expressions. Therefore, expression weights of all the 

students were added up to get the mean value. The teaching 

effect of the whole class equals the overall evaluation of a class. 

According to the total time of the class, the scores of all the 

time were taken as the mean value. In this way, the learning 

effect of a class was obtained. 

The course score was calculated by the evaluation method. 

Then, the concentration of students can be rated. According to 

the scores, the classroom state was divided into four levels: 

strongly unconcentrated, unconcentrated, concentrated and 

strongly concentrated.  

To verify the rationality of our method, a 10min long 

classroom video of students was selected and decomposed into 

images at the interval of one frame. Five students were chosen 

for tracking analysis, and the score rated by our model on 

students’ concentration was compared with the scores rated by 

four experienced teachers. The two types of scores are listed 

in Table 7. The results show that the model score is positively 

correlated with the teacher scores, indicating the rationality of 

our model in the zoning of students’ concentration. 

 

Table 7. Teacher scores and model score 

 
Student Teacher A  Teacher B  Teacher C  Teacher D  Model score 

Student 1 66 68 69 72 68 

Student 2 69 72 70 73 70 

Student 3 68 66 67 69 66 

Student 4 69 70 70 72 69 

Student 5 66 65 65 68 65 

 

 

7. CONCLUSIONS 

 

This paper mainly designs a micro-expression recognition 

algorithm for students in classroom learning based on the CNN. 

First, the multi-task DNN was used to detect the landmark 

points on human face. The detection accuracy is guaranteed by 

the multi-task DNN, because the network considers the 

various factors that may affect the location of the landmark 

points. Based on the detected landmark points, the face image 

was divided into multiple ROIs according to the muscle 

motion of micro-expression. In these ROIs, the optical-flow 

features were extracted by a hybrid DNN. The redundant 

features were removed and the dimension was reduced to 

improve the optical-flow features, making the facial micro-

expression recognition more accurate. The effectiveness of our 

model was verified through the application in the actual 

classroom. 
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