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 This paper attempts to determine the time delay between the sequence of system behaviors and 

that of influencing factors on system behaviors. Firstly, a new concept was coined called the 

representative subsequence (RS), and the RSs of influencing factors were selected. Next, a 

new geometric similarity grey relational grade (GRG) model was set up to compute the time 

delay of each influencing factor RS relative to the sequence of system behaviors. On this basis, 

the time-delay corresponding to the maximum GRG was taken as the desired time-delay. The 

verification on actual data shows that the concept and extraction rule of the RS are feasible, 

and our geometric similarity GRG model outperforms the conventional model in predicting 

time delay. The research findings lay the basis for grey prediction modelling of time sequences 

and optimizing the prediction effect of grey prediction models. 
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1. INTRODUCTION 

 

The grey system theory (GST), pioneered Deng [1] in 1982, 

mainly targets a special type of uncertain systems, in which 

the information is partly known and partly unknown. In other 

words, the system has a small sample with poor information. 

The GST aims to extract useful data from the known 

information, and then describe and even control the change 

law of system behavior. These goals are difficult to realize by 

probability statistic method and fuzzy sets method. GSA has 

been widely used [2-9]. There are many forms of extension 

[10-18]. 

In many systems, it takes time for influencing factors to take 

effect. For instance, it may take years for an investment policy 

to stimulate economic growth, or for a population policy to 

affect birthrate. Therefore, these systems are referred to as 

having the delay feature. It is very hard to predict the change 

law of such a time-delay system. If the sample size is large 

enough (generally above 30) [19], the change law could be 

modelled by the statistical approach; if the sample size is small, 

the best solution lies in the grey prediction model with time 

delay. 

Zhai et al. [20] is the first to introduce the time delay factor 

into GM (1, 1), the basic model for grey prediction, creating a 

new model GM (1, 2) that can better reflect the dynamic 

relationship between two variables. However, the time delay 

was determined with randomly chosen subsequences. Deng 

[21] combines the time delay factor and GM (1, 1) into a new 

model GM (1, 1| τ, γ), and takes the time delay corresponding 

to the maximum grey relational grade (GRG) between two 

sequences as the time delay of the system. This strategy is 

called the traversing method, as it traverses through all 

possible time delays. Liu [22-23] explore the stability of time-

delay systems, failing to explain how to determine time delay. 

Zhang et al. [24] identifies the time delay accurately with the 

neural network (NN), but the parameters must be trained with 

enough samples. Li and Xie [25] sets up a model with the time 

delay factor to achieve high prediction accuracy. Huang [26] 

extends GM (1, 1| τ, γ) into GM (1, N| τ, γ), without giving the 

GRG model, and determines the time delay through particle 

swarm optimization (PSO). This approach is like the 

traversing method. Zhang et al. [27] proposes a multi-variable 

grey model with time delay, and uses the traversing method to 

determine the time delay. Neither is the GRG model given in 

this reference. Chen and Dang [28] establishes the GM (1, 1, 

τ) model with time delay, and modifies the adaptability of GM 

(1, 1). In this reference, the quantitative relationship is 

extracted from the grey prediction model, and the time delay 

is measured by the traversing method. Nonetheless, these 

methods cannot work in the case of multiple variables. In fact, 

none of the above references discuss how to determine the 

length and location of the data involved in the CRG calculation, 

which are defined as a subsequence. 

Fu and Zheng [29] modifies the GM (1, N) through grey 

relational analysis (GRA) with time delay, and obtains the 

time delay of the system through four steps: specifying the 

length of subsequence, taking out all possible subsequences 

with varied start points, determining the time delay of each 

subsequence by the traversing method, and taking the 

arithmetic mean of all the time delays. On the upside, the four-

step approach does not need to consider the subsequence 

location; on the downside, the way to identify the length of 

subsequence is not clearly explained. Feng [30] suggests that 

subsequences with different lengths may cause great 

difference to GM (1, 1), provided that the prediction is of the 

required accuracy. However, this reference does not specify 

how to select the suitable subsequence. Therefore, it is very 

meaningful to explore the way to determine the length and 

location of subsequences. 

It worth noting that, the concept of time delay in time 

delayed grey model and time-delayed polynomial grey system 

model used [31-33], is different from that used in this paper. 
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Considering the above, this paper defines a new concept 

called the representative subsequence (RS), designs an 

adaptive extraction algorithm for the RS, which can determine 

the length and location of subsequences in an adaptive manner. 

Next, a geometric similarity GRG model was constructed, and 

coupled with the RS to identify the time delay through trial-

and-error. The verification on actual data shows that our 

method is reasonable and effective. The research results shed 

new light on constructing grey prediction models. 

The remainder of this paper is organized as follows: Section 

2 defines the RS, sets up the adaptive extraction algorithm, and 

builds the geometric similarity GRG model; Section 3 

determines the time delay in grey prediction model with time 

delay; Section 4 compares our GRG model with Deng’s model 

through prediction on actual data; Section 5 puts forward the 

conclusions. 

 

 

2. BASIC CONCEPTS 

 

2.1 Definition 1 

 

Let x
(0) 

1 =(x
(0) 

1 (1),x
(0) 

1 (2),…,x
(0) 

1 (m)) be the sequence of system 

behaviors and x
(0) 

j =(x
(0) 

j (1),x
(0) 

j (2),…,x
(0) 

j (m)) (j=2,⋯,N) be the 

sequence of influencing factors on the system behaviors. Note 

that x
(0) 

1 (k) and x
(0) 

j (k) are from the same time point; x
(0) 

j , (j=2,

⋯,N) are system inputs and x
(0) 

1 are system outputs. 

 

2.2 Definition 2 

 

Let x
(0) 

1 (t)+az
(1) 

1 (t)=∑ 𝑏𝑖𝑥𝑖
(1)
(𝑡 − 𝜏)𝑁

𝑖=2  be the GM (1, N, τ) 

model, x
(1) 

i =(x
(1) 

i (1),x
(1) 

i (2),…,x
(1) 

i (m)) be the first-order 

cumulative sequence generated from x
(0) 

i , i.e. 𝑥𝑖
(1)
(𝑘) =

∑ 𝑥𝑖
(0)
(𝑡)𝑘

𝑡=1 , and 𝑧1
(1)
(𝑡) be the neighboring mean sequence 

generated from 𝑥1
(1)
(𝑡) , i.e. 𝑧1

(1)
(𝑡) =

1

2
(𝑥1

(1)
(𝑡) + 𝑥1

(1)
(𝑡 −

1)). Note that τ≥0 is the time delay. 

Drawing on the concept of information entropy [34, 35], a 

sequence is more representative if its elements change more 

violently. The change of each element can be measured by the 

difference or ratio between two adjacent elements. Thus, the 

concept of the RS was defined as follows: 

 

2.3 Definition 3 

 

Let yi=(yi(1),yi(2), …,yi(m-1)), where yi(t)=x
(0) 

1 (t+1)- x
(0) 

1 (t), 

(t=1,2,⋯,m-1). For sequence x
(0) 

i =(x
(0) 

i (1), x
(0) 

i (2), …,x
(0) 

i (m)), if 

yi is a constant sequence, then x
(0) 

i is a linear sequence and can 

be described by a linear function prediction model; otherwise, 

the elements falling between min{k1,k2} and max{k1,k2}+1 

form a RS denoted as xid. Note k1 and k2 are the maximum and 

minimum number of elements, respectively. 

 

2.4 Definition 4 

 

The geometric similarity GRG can be defined as: 
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k
k
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−   = 
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
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; 

i(k)=x
(0) 

i (k)- x
(0) 

i (1); 

i0(k)=min{(x
(0) 

i (k)- x
(0) 

i (1))0,k=1,2,…,m}; 

 

j(k) and j0(k) have similar meanings. 

The above is a GRG model satisfying the linear correlation 

similarity and linear correlation approximation [36]. 

 

 

3. DETERMINATION OF TIME DELAY 

 

Under the effects of the influencing factors, the system 

behavior system will change correspondingly, but with time 

delays. In this section, the time delay of each influencing 

factor sequence relative to the system behavior system is 

evaluated through the following steps. 

Step 1. Let m be the maximum length of the sequence of 

influencing factors x
(0) 

j , (j=2,⋯,N). By definition, the RS xid 

consists of elements from x
(0) 

j falling between k3 and k4 with 

k3<k4. The length of the RS xid can be denoted as Lid. 

Step 2. From the sequence of system behavior x
(0) 

1 , the 

elements from k3 to k4 should be selected successively at τ=0, 

those from k3+1 to k4+1 at τ=1, … and those from m-Lid+1 to 

m at τ=m-k4. The elements selected each time form a system 

behavior subsequence. The GRG between each system 

behavior subsequence and the influencing factor RS should be 

computed. Then, the τ corresponding to the maximum GRG is 

the time delay (τj, j=2,⋯,N) between x
(0) 

j and x
(0) 

1 . 

Step 3. The above steps should be repeated until the time 

delay between each system behavior subsequence and the 

influencing factor RS have been obtained. 

 

 

4. ACTUAL DATA VERIFICATION 

 

Considering the time delay in the influence of technological 

progress on economic development, Fu and Zheng [12] 

explored the relationship between these two factors in China, 

and determined the time delay as two years through time-

delayed grey relational analysis based on the relevant data in 

2007~2015. However, the time delay thus obtained is an 

arithmetic mean, rather than the accurate value. As shown in 

Table 1, the research data, including the research and 

development (R&D) expenditure and gross domestic product 

(GDP) in that period, were collected from China Statistical 

Yearbooks 2011 and 2016. 

Our algorithm processes these data in the following steps: 

Step 1. Let x
(0) 

j be the extracted data on R&D expenditure, 

whose length is m=9. Then, we have 

yj=[905.8,1186.1,1260.5,1624.4,1611.4,1548.2,1169, 1154.3]. 

It is easy to obtain that k3=1 and k4=5. Thus, the RS can be 

established as xid=(x
(0) 

j (1), x
(0) 

j (2), x
(0) 

j (3), x
(0) 

j (4), x
(0) 

j (5)). 

Step 2. The time delays and GRGs are shown in Table 2 

below. 
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Table 1. The data used by Fu and Zheng [12] (data source: 

China Statistical Yearbooks) 

 
Year GDP R&D expenditure 

2007 270,232.3 3,710.2 

2008 319,515.5 4,616.0 

2009 349,081.4 5,802.1 

2010 413,030.3 7,062.6 

2011 489,300.6 8,687.0 

2012 540,367.4 10,298.4 

2013 595,244.4 11,846.6 

2014 643,974.0 13,015.6 

2015 685,505.8 14,169.9 

 

Table 2. Time delays and GRGs  

 

Time delays =0 =1 =2 =3 =4 

GRG of our 

model 
0.810 0.647 0.813 0.765 0.809 

GRG of Deng’s 

model 
0.709 0.674 0.725 0.683 0.625 

 

Obviously, the time delay corresponding to the maximum 

grey relations is =2. The result is the same with Fu and Zheng 

[12], but our result has clearer meanings than theirs. 

The another actual data for verification were extracted from 

[37], See Table 3, which deals with one sequence of system 

behaviors x
(0) 

1  (China’s gross marine product, unit: RMB 100 

million yuan) and two sequences of influencing factors x
(0) 

2  

(ocean industry employment, unit: 10,000 people) and x
(0) 

3  

(ocean industry fixed-asset investment, unit: RMB 100 million 

yuan). In this reference, the time delay between x
(0) 

1 and x
(0) 

2 , and 

that between x
(0) 

1 and x
(0) 

3 are both investigated. However, the 

authors of this reference did not specify how to determine the 

length or location of subsequences, but simply assumed that 

both time delays are one. Lu et al. [37] concludes that about 

half of the employees in the ocean industry work in fishery and 

related fields. Thus, increasing ocean industry employment 

can bolster fishing revenue and stimulate marine economy. It 

was also concluded that the fixed-asset investment in ocean 

industry has a limited impact on marine economy in China, i.e. 

the investment needs a long time to take effect. Hence, the time 

delay of x
(0) 

1 with respect to x
(0) 

2 is much shorter than that of x
(0) 

1

with respect to x
(0) 

2 . Deng’s grey relational model is adopted in 

that reference to compute the geometrical similarity between 

sequences. 

 

Table 3. Actual data: x
(0) 

1 , x
(0) 

2 , x
(0) 

3  

 
Years 2001 2002 2003 2004 2005 2006 

𝑥1
(0)

 9518 1,1403 11,882 13,890 16,154 19,062 

𝑥2
(0)

 3,135 3,265 3,057 3,336 3,432 3,570 

𝑥3
(0)

 2,108 2,277 2,440 2,536 2,781 2,960 

Years 2007 2008 2009 2010 2011  

𝑥1
(0)

 21,883 24,049 26,262 30,122 33,255  

𝑥2
(0)

 3,659 4,001 3,862 4,028 4,325  

𝑥3
(0)

 3,151 3,218 3,271 3,350 3,420  

 

In this paper, our grey relational model is compared with 

Deng’s model through the following steps. 

Step 1. Take x
(0) 

2  as x
(0) 

j , then m=11 and yj=[169, 163, 96, 245, 

179, 191, 67, 53, 79, 70]. It is easy to obtain that k3=4 and k4=9. 

Thus, the RSs are xid=(x
(0) 

j (4), x
(0) 

j (5),…, x
(0) 

j (9)). 

Step 2. Compare the time delays and GRGs between x
(0) 

1 and 

x
(0) 

2 of the two models (Table 4). 

 

Table 4. Time delays and GRGs between x
(0) 

1 and x
(0) 

2  

 
Time delay τ=0 τ=1 τ=2 

GRG of our model 0.556 0.606 0.602 

GRG of Deng’s model 0.602 0.625 0.699 

 

Obviously, the maximum GRG appears at the time delay of 

τ=1. 

Step 3. Take x
(0) 

3 as x
(0) 

j and repeat the above steps. It is easy 

to obtain that k3=2 and k4=8. In this case, the time delays and 

GRGs between x
(0) 

1 and x
(0) 

3 of the two models are listed in Table 

5. 

 

Table 5. Time delays and GRGs between x
(0) 

1 and x
(0) 

3  

 
Time delay τ=0 τ=1 τ=2 τ=3 

GRG of our model 0.285 0.378 0.379 0.397 

GRG of Deng’s model 0.616 0.547 0.560 0.578 

 

Obviously, the maximum GRG appears at the time delay of 

τ=3. 

The time delays obtained by our model agree with the 

previous conclusion that the time delay of x
(0) 

1 with respect to x
(0) 

2  is much shorter than that of x
(0) 

1  with respect to x
(0) 

2 . 

The prediction effects of the two models are compared as 

follows:  

The time delay determined by Fu and Zheng [37] was 𝜏 =
[1,1]. The discrete GM (1, N, τ) can be expressed as: 

 
(1) (1) (1) (0)

1 2 2 3 3 1( ) ( 1) ( 1) ( )az t b x t b x t x t− + − + − =            (2) 

 

where, t=2, 3, ⋯, 11. 

Then, the following matrix equation need to be solved: 

 

2

3

a

A b C

b

 
 

= 
 
 

                               (3) 

 

where, 

 
(1) (1) (1)

1 2 3

(1) (1) (1)

1 2 3

(1) (1) (1)

1 2 3

(2) (2 1) (2 1)

(3) (3 1) (3 1)

(11) (11 1) (11 1)

z x x

z x x
A

z x x

 − − −
 
− − − =

 
  − − − 

;

(0)

1

(0)

1

(0)

1

(2)

(3)

(11)

x

x
C

x

 
 
 =
 
  
 

. 

 

To solve the above matrix equation, the objective function 

should be constructed based on the least squares (LS): 

 

( )
2

min ( )
x

F x Ax C= −                             (4) 

 

where,
2

3

a

x b

b

 
 

=  
 
 

. 

In this paper, the chaos simulated annealing (CSA) 

algorithm is established to solve x, i.e. to find the values of a, 

b2 and b3. To describe the CSA algorithm, the logistic chaotic 

mapping was introduced: 
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1 (1 )n n nt t t+ =   − , 1,2,3,n =                 (5) 

 

where, 𝜇=3.98. The sequence generated by the logistic chaotic 

mapping carries the chaotic features, and every number in the 

sequence falls in the interval [0, 1]. 

Then, the set of initial solutions was generated through 

logistic chaotic mapping in the following steps: 

Step 1. Initialize the search space, number of dimensions, 

and number of initial solutions as [-M,M], N and L. Select an 

initial value t1=0.6935. Generate N⋅L numbers ti, i=1, 2, ⋯, N⋅
L, through logistic chaotic mapping. Then, map ti to the search 

space and denote the result as xi: 

 

0.5

0.5

i

i

t
x M

−
=                                     (6) 

 

Create a vector based on every N numbers to serve as an 

initial solution. Calculate the objective function value F(xi) of 

each solution. Initialize the best-known solution x*, which 

satisfies 
*

1,2,
( ) min ( )i

i L
F x F x

=
= . 

Initialize the number of iterations LT corresponding to each 

temperature, the initial temperature T0, the lower bound of 

temperature Tf, the temperature attenuation coefficient 0 <
𝛼 < 1, the current temperature Tc=T0 and the current number 

of iterations DC=1. 

Step 2. Disturb DC=1 to generate xi-new, and compute the 

objective function value F(xi-new). 

Step 3. Compute dE=F(xi-new)-F(xi). 

Step 4. If dE<0, then let xi=xi-new and update x*. Otherwise, 

randomly select a p0 value, which is evenly distributed in [0, 

1]; if p0<exp(-dE/Tc), xi=xi-new and update x*. 

Step 5. Check the number of iterations DC. If DC=LT, go 

to Step 6; otherwise, go to Step 2 and let DC=DC+1. 

Step 6. Check if the termination condition is satisfied. If 

Tc≤Tf, output x*; otherwise, let Tc=αTc and go to Step 2. 

The workflow of the CSA algorithm is illustrated in Figure 

1. 

The time delay determined by our model was =[1,3] . The 

discrete GM (1, N, τ) model can be described as: 

 
(1) (1) (1) (0)

1 2 2 3 3 1( ) ( 1) ( 3) ( )az t b x t b x t x t− + − + − =         (7) 

 

where, t=4, 3, ⋯, 11. 

Then, the following matrix equation should be solved: 

 

1 2 1

3

a

A b C

b

 
 

= 
 
 

                              (8) 

 

where, 

 
(1) (1) (1)

1 2 3

(1) (1) (1)

1 2 3

1

(1) (1) (1)

1 2 3

(4) (4 1) (4 3)

(5) (5 1) (5 3)

(11) (11 1) (11 3)

z x x

z x x
A

z x x

 − − −
 
− − − =

 
  − − − 

, 

(0)

1

(0)

1

1

(0)

1

(4)

(5)

(11)

x

x
C

x

 
 
 =
 
  
 

. 

 

The CSA algorithm was adopted to solve the time delay 

model of Fu and Zheng [37] and the time delay model of our 

research. The parameters thus obtained are compared in Table 

6. 

Table 7 lists the error test results of the two models. The 

residual error is defined as: 

 
(0) (0)

1 1̂( ) ( ) ( )k x k x k = −                         (9) 

 

where, 
(0)

1 ( )x k  is the actual value; 
(0)

1̂ ( )x k  is the simulated 

value. 

The relative error is defined as: 

 

(0)

1

( )
( )

( )

k
k

x k


 =                             (10) 

 

As shown in Table 7, our model achieved a smaller relative 

error than Fu and Zheng’s model. Even if only the cases 4~11 

were compared, the sum of the absolute values of residual 

values of Fu and Zheng’s model was 6,308.45, far greater than 

that (2,335.04) of our model. This confirms the good 

simulation effect of our model. 

 

 
 

Figure 1. Workflow of the CSA algorithm 

 

Table 6. Coefficients of our model and Fu and Zheng’s 

model [37] 

 
Coefficient -a b2 b3 

Fu and Zheng’s model 0.3313 10.1092 -13.8671 

Our model 0.0969 1.4760 -1.7937 
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Table 7. Errors of our model and Fu and Zheng’s model [37] 

 

Serial number Actual value 
Fu and Zheng’s model [37] Our model 

Simulated value Residual error/% Simulated value Relative error/% 

1 9,518 / / / / 

2 11,403 7,501.8 34.2 / / 

3 11,882 12,789 7.64 / / 

4 13,890 14,126 1.70 14,030 1.01 

5 16,154 17,659 9.32 16,325 1.06 

6 19,062 19,622 2.94 18,721 1.79 

7 21,883 21,447 1.99 21,426 2.09 

8 24,049 22,348 7.07 24,064 0.06 

9 26,262 26,504 0.92 27,098 3.18 

10 30,122 29,525 1.98 29879 0.81 

11 33,255 34,286 3.1 33,124 0.39 

Mean   7.09  1.30 

 

 

5. CONCLUSIONS 

 

In this paper, a new concept called the RS is defined, and an 

adaptive extraction algorithm is developed for the RS. Next, a 

geometric similarity GRG model was constructed, and 

coupled with the RS to identify the time delay through trial-

and-error. The verification on actual data shows that the RS is 

a feasible concept; our grey relational model outperforms 

Deng’s model in predicting the geometrical similarity of 

sequences; the combination between the RS and our model can 

accurately identify the time delays between sequences. 
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