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 The boom of tourism has generated a huge amount of data on tourist consumption. The 

consumption trends of tourists could be mined out of these data, promoting the development 

of tourism. Taking air ticket price as an example of tourist consumption, this paper designs a 

novel model to predict the trend of tourist consumption in the next moment based on the 

historical data, rather than the traditional approach to analyze the influencing factors of tourist 

consumption. Our prediction model was established based on the Bayesian network (BN). 

Only two variables were considered in the model, i.e. the number of the remaining seats and 

the ticket price. Three different scoring functions were tested with our model. The 

effectiveness of our model was confirmed through experiments and a comparative analysis 

with the neural network (NN). The results show that our BN model achieved an accuracy 

greater than 80% in predicting the air ticket price in the next moment, and outperformed the 

NN model on the same dataset;  the fluctuation of the air ticket price in the next moment can 

be predicted accurately based on the price trends in the previous two days. The research results 

lay the basis for predicting the price volatility of the other product/service of tourism. 
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1. INTRODUCTION 

 

The boom of tourism has generated a huge amount of data 

on tourist consumption. With the aid of information 

technology, airlines and hotels can mine the price sensitivity 

of tourists out of these data, and adjust the prices of air tickets 

and hotels in a flexible manner.  In general, the prices of air 

tickets and hotels change dynamically with the market sales. 

Many factors have different degrees of impacts on the two 

prices, ranging from click-through rate (CTR), occupancy, 

season to weather. The price changes become more complex, 

as airlines and hotels may try to attract tourists through price 

competition. Therefore, it is very difficult for tourists to 

predict the prices of air tickets or hotels.  

Many tourists are accustomed to booking air tickets and 

hotels in advance. They commonly believe that the closer to 

the departure time, the higher the prices. However, the 

previous research has shown that air ticket price fluctuates 

greatly 3~15 days before departure. Similar trends were 

observed in hotel price. Considering the importance of 

predicting the trends of tourist consumption, this paper designs 

a novel model to predict the trend of tourist consumption in 

the next moment based on the historical data. The mode was 

established based on the Bayesian network (BN), involving 

such two variables as the number of the remaining seats and 

the ticket price. The feasibility of the model was tested through 

experiments and compared with the neural network (NN). 

 

 

2. RELATED WORK 

 

The existing studies [1, 2] on commodity/service prices of 

tourism have mainly explored the pricing strategy for suppliers 

(e.g. airlines and hotels) to maximize their profits, with only a 

few exceptions. This section briefly reviews some 

representative researches. 

Magnini et al. [3] predicted the trend of hotel price in the 

next 30 days with a hybrid algorithm, which combines 

reinforcement learning, rule learning, and time series analysis. 

Vojinovic et al. [4] predicted the series of commodity/service 

prices of tourism in four steps: allocating the time-varying 

price series into clusters, analyzing the statistics in each cluster, 

identifying the variation amplitude and frequency of price 

series by point process theory, and outputting an accurate 

prediction of future prices. 

Using the probability decision model, Lee et al. [5] 

predicted the number of seats occupied at different air ticket 

prices, and thus identified the number of effective seats at each 

price. Danziger et al. [6] developed a prediction method for 

hotel price at tourist attractions based on k-nearest neighbors 

(k-NN) algorithm, improved Q-learning algorithm, time series 

algorithm and subjective Bayesian integration algorithm. 

Some scholars collected air ticket prices from various social 

networks, and designed an air ticket price prediction system, 

which systematically learns the collected data through big data 

analysis and forecasts the future price of air tickets [7].  

Wu et al. [8] analyzed the structure of the 

commodity/service price series of tourism, and ascertained the 

turning point and change law of the price series. Through 

parameter learning of Bayesian network (BN), Lai et al. [9] 

identified season and passenger flow as the leading factors 

affecting tourist consumption. Collum et al. [10] extracted 

eigenvalues from GPS data on travel, and conducted 

modelling by The BN to determine the travel mode and 

consumption pattern of tourists.  

Mustelier et al. [11] studied the tourist evaluation system of 
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tourist attractions, and disclosed the relationship between 

tourist consumption and tourist satisfaction. Yu et al. [12] 

predicted the fluctuation of hotel price in tourist destinations, 

according to how tourists choose their destinations. López et 

al. [13] carried out big data analysis on tourist data with 

MapReduce, and made precise classification of tourists based 

on their consumption pattern. 

In general, the data on tourist consumption are analyzed 

based on various influencing factors of commodity/service 

prices of tourism. However, many of these factors are not easy 

to measure accurately. In this paper, a novel approach is 

designed to predict the future trends of tourist consumption: 

big data analysis on the historical data in the previous days. 

 

 

3. THE BAYESIAN NETWORK 

 

The BN is a probabilistic graphical model that represents a 

set of variables and their conditional dependencies via a 

directed acyclic graph (DAG) [14]. In each DAG, the nodes 

represent random variables, while the directed edges between 

the nodes represent the conditional dependencies between the 

variables. Each node has a conditional probability distribution 

(CPD) associated with the variable. If the variable is discrete, 

then the CPD is a list of conditional probabilities under the 

given state of the parent node. Here, the conditional 

probability reflects the strength of the relationship between 

variables. 

Let {𝑋1, 𝑋2, … , 𝑋𝑛} be the set of random nodes (variables) 

in the DAG and Pa(𝑋𝑖) be the parent node of node 𝑋𝑖. Then, 

the joint probability distribution of the various variables in the 

BN can be defined as: 

 

(𝑋1, 𝑋2, … , 𝑋𝑛) = ∏ 𝑃(𝑋𝑖|Pa(𝑋𝑖))𝑛
𝑖=1               (1) 

 

Each state of the joint probability space can be expressed as 

the product of conditional probabilities. Then, the probability 

of each state of each variable can be calculated under each 

state. 

When the BN is adopted to classify a sample, the class of 

the sample is set to 𝑆 = {𝑠1, 𝑠2, … , 𝑠𝑙}, and the feature space is 

set to 𝑌 = {𝑌1, 𝑌2, … , 𝑌𝑛}. For a sample 𝑦 = {𝑦1, 𝑦2, … , 𝑦𝑛}, the 

BN classification aims to determine the class that 𝑠 belongs to 

through training the sample set 𝐷. The class of the sample can 

be determined based on the maximum posteriori probability 

max
𝑖=1,…,𝑙

{𝑝(𝑠𝑖|𝑦)}: 

 

𝑝(𝑠𝑖|𝑦) =
𝑝(𝑠𝑖)×∏ 𝑝(𝑦𝑗|𝑠𝑖; π(𝑦𝑗))𝑛

𝑗=1

𝑝(𝑦)
               (2) 

 

where, π(𝑦𝑗) is parent node of node 𝑦𝑗 other than the node set 

𝑆. Therefore, the BN structure should be learned to identify the 

probability distribution functions 𝑝(𝑠𝑖)  and 𝑝(𝑦𝑗|𝑠𝑖 ; π(𝑦𝑗)) 

from training sample 𝐷.  

The BN structure can be learned by two types of methods, 

namely, score-based learning and conditional independence 

test [15, 16]. The score-based learning consists of three steps: 

first, the scoring function is defined as a measure; then, all the 

structures of the model’s structure space are scored; finally, 

the structure with the highest score is selected by the search 

algorithm as the final structure for the network.  

In score-based learning, the scoring function can be 

established on Bayesian statistics or information theory. The 

former type of scoring functions includes Bayesian Dirichlet-

likelihood equivalent (BDe) and Bayesian information 

criterion (BIC) [17, 18]. The latter is represented by the 

minimum description length (MDL) [19]. Thus, both BDe and 

BIC scores are based on Bayesian statistics.  

In BN structure learning, structure 𝑇 and parameter 𝜗 are 

taken as random variables. The  BN is composed of n variables 

𝑦 =  {𝑦1, 𝑦2, … , 𝑦𝑛} , where  𝑦𝑖  is a variable with 𝑣𝑖  values 

( 𝜗 = {𝜗𝑖𝑗𝑘|𝑖 = 1, … , 𝑛; 𝑗 = 1, … , 𝑞𝑖; 𝑘 = 1, … , 𝑣𝑖} ). The 

parent node Pa(𝑦𝑖) of  𝑦𝑖  has 𝑞𝑖  values. Suppose structure 𝑇 

obeys a distribution with a prior probability 𝑃(𝑇). For a given 

dataset 𝐷, the maximum posteriori probability of the structure 

can be obtained by the Bayesian formula: 

 

𝑃(𝑇|D) =
𝑃(D|𝑇)𝑃(𝑇)

𝑃(D)
                            (3) 

 

where, 𝑃(𝐷) is independent of structure 𝑇. The logarithmic 

maximum of Eq. (3) log𝑃(𝑇, D) = log𝑃(D|𝑇) + log𝑃(𝑇)  is 

defined as the Bayesian score of the structure. 

The MDL is a scoring function based on information theory, 

and the BIC score is a special case of the MDL. This function 

evaluates the description lengths of the data and the structure. 

The description length of the data reflects how similar the data 

is to the structure, and that of the structure shows how complex 

the structure is. The optimal structure should minimize the 

sum of the two description lengths. Generally, the structural 

complexity is penalized by the number of parameters: 

 

𝐶(𝑇) =
1

2
log 𝑑 ∑ (𝑣𝑖 − 1)𝑞𝑖

𝑛
𝑖=1                   (4) 

 

where, 𝑑  is the total number of samples in dataset 𝐷 ; 

∑ (𝑣𝑖 − 1)𝑞𝑖
𝑛
𝑖=1  is the total number of parameters in the 

network. 

The compressed data length, i.e. the log-likelihood of 

dataset 𝐷 and the model, can be defined as: 

 

𝐿𝑀𝐷(𝑇) = ∑ ∑ ∑ 𝑑𝑖𝑗𝑘log
𝑑𝑖𝑗𝑘

𝑑𝑖𝑗∗

𝑣𝑖
𝑘=1

𝑞𝑖
𝑗=1

𝑛
𝑖=1                    (5) 

 

According to Eqns. (4) and (5), the corresponding MDL 

scoring function can be obtained as: 

 

𝐹𝑀𝐷𝐿(𝑇|𝐷) = ∑ ∑ ∑ 𝑑𝑖𝑗𝑘log
𝑑𝑖𝑗𝑘

𝑑𝑖𝑗∗

𝑣𝑖
𝑘=1

𝑞𝑖
𝑗=1

𝑛
𝑖=1 −  

1

2
log 𝑑 ∑ (𝑣𝑖 − 1)𝑞𝑖

𝑛
𝑖=1                         (6) 

 

Prior probability is not involved in the MDL scoring 

function. The MDL scoring function is the BIC scoring 

function, if the sample is sufficiently large and the dataset 𝐷 

obeys multinomial distribution. 

During the learning of the BN structure, it is impossible to 

rate all the structures in the structure space. Therefore, the 

high-quality structures should be selected by a search 

algorithm according to the scoring function. In this paper, the 

hill-climbing algorithm is adopted for the search: First, the 

initial structure is modified by the search operator, creating a 

series of candidate structures. Then, the score of each 

candidate model is compared with that of the initial structure, 

and the structure with the highest score is taken as the initial 

structure for the next search. If the initial model has the highest 

score, the search will be terminated and the initial model will 

be returned as the result. The workflow of the hill-climbing 

algorithm is explained as follows: 
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Hill-climbing algorithm 

1. An initial structure 𝑇  is selected. 𝑇  is often empty (but not 

necessarily empty). 

2. The score of 𝑇 is calculated: 𝑆𝑇 = 𝑆𝑐𝑜𝑟𝑒(𝑇). 

3. 𝑚𝑎𝑥 𝑆𝑐𝑜𝑟𝑒 = 𝑆𝑇 is executed. 

4. The following steps are repeated until 𝑚𝑎𝑥 𝑆𝑐𝑜𝑟𝑒 no longer 

increases. 

A. A new structure 𝑇∗ is obtained by adding, deleting, or replacing 

edges. 

The score of 𝑇∗ is calculated: S𝑇∗ = Score(𝑇∗). 

If S𝑇∗ > 𝑆𝑇, then 𝑇 = 𝑇∗ and 𝑆𝑇 = S𝑇∗. 

B. 𝑚𝑎𝑥 𝑆𝑐𝑜𝑟𝑒 is updated. 

5. The directed acyclic graph 𝑇 is returned. 

 

 

4. BAYESIAN NETWORK-BASED PREDICTION 

MODEL 

 

This section applies the BN model to predict the trends of 

tourist consumption. Here, the air ticket is taken as an example 

for tourist consumption. The BN model was constructed after 

the collected data on air ticket had been preprocessed. 

The raw data were collected from a special price 

information system. The dataset includes flight number, cabin 

status, collection data, departure date, departure city, and 

arrival city. Then, the author queried how the air ticket price 

of a flight changes in the next 𝑛 days from the current date.  

First, the flight to be predicted was determined. For example, 

the international flight CZ371 from Guangzhou to Hanoi was 

selected for prediction. The three codes of the departure city, 

the arrival city, and cabin status (e.g. J2 and KQ) were selected 

from the IBE interface. According to the cabin status, the 

lowest price of the air ticket price for the flight was obtained 

from the database of existing prices. 

As mentioned before, the air ticket price fluctuated greatly 

3~15 days leading to the departure date. This is a common rule 

for all flights, whichever the departure date. In this paper, the 

research period is set to February 17~June 15, 2019. In total, 

there are 43 departure dates. For simplicity, 13 days were 

selected as departure dates, with four measuring points per day. 

Hence, a total of 52 time points was obtained for further 

analysis. 

Our research aims to predict the future volatility of air ticket 

price based on historical fluctuations. The price and number of 

remaining seats are both continuous data waiting to be 

discretized. Here, the price difference between the two time 

points is defined as the change trend. The three possible trends, 

namely, increase, constant and decrease, were represented by 

0, 1 and 2, respectively. Then, the number of remaining seats 

and the air ticket price at a time point were compared with 

those at the next time point to determine the specific change 

trend. 

There is a clear similarity between the change trend of air 

ticket price and the above-mentioned fluctuations in 3~15 days 

leading to the departure date. The pre-sampled data were 

discretized into 20 time points, because the trend at the next 

time point is empirically affected by the data in the previous 

five days (20 time points). To determine the number of days 

that actually affect the price trend in future, the number of time 

points k was adjusted from 5 to 20. The adjustment to the k 

value led to changes in the sample size. Here, the sample size 

after the adjustment is obtained through experiments.  

As mentioned before, the processed data contains 20 time 

points. With the decrease of time points, the data of departure 

dates will increase. The sample size can be computed by: 43 

× (20 – k) + 1,419. Then, the data at the 𝑘-th time point was 

predicted based on the data of the previous 𝑘-1 time points.  

The hill-climbing algorithm was adopted to search through 

the discrete sample data. For comparison, the score of the data 

structure at each time point was evaluated by the BID, BDe 

and k2 functions [20]. Finally, the optimal number of time 

points and structure diagram were outputted.  

The 70% of all samples were taken as the training set, and 

the remaining 30% as the test set. A total of 1,419 samples 

were collected at the 20 time points. Thus, the training set and 

the test set respectively contain 993 samples, and 426 samples. 

In the test set, the data at the first k-1 time points serve as 

evidence variables. On this basis, the author predicted the 

probability of each change trend of the data at the k-th time 

point. The average of the results in ten experiments was taken 

as the final prediction. 

The prediction results were analyzed from three aspects: the 

predicted number of remaining seats, the accuracy and 

stability of scoring functions, and the overall prediction 

accuracy. The prediction accuracies of different scoring 

functions on the number of remaining seats are listed in Table 

1 below. 

As shown in Table 1, the overall prediction accuracy of the 

number of remaining seats reached 78%. This means the 

number of remaining seats has little influence on the prediction 

accuracy of our model. In fact, the change trend of air ticket 

price could be predicted based on the price changes in the first 

few time points. The price changes already reflect the impacts 

from the number of remaining seats. Therefore, there is no 

need to include the number of remaining seats in the 

subsequent analysis. 

 

Table 1. The prediction accuracy of the number of remaining seats 

 
Remaining 

seats? 

Scoring 

function 

Overall 

accuracy 

Accuracy of 

change trend 0 

Accuracy of 

change trend 1 

Accuracy of 

change trend 2 

Yes 

BIC 77.62 14.79 91.18 55.62 

BDe 78.12 17.55 91.62 56.93 

k2 78.30 16.49 92.02 56.15 

No 

BIC 77.96 15.02 90.32 55.22 

BDe 78.28 15.11 90.73 56.19 

k2 78.02 14.72 90.83 55.79 

Table 2 compares the three scoring functions by the mean 

and variance of the data structure at each time point. The 

structural score in the table reflects how well the data structure 

matches the actual data.  
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Table 2. The prediction accuracy of three scoring function 

 

Standard 
Scoring 

function 

Overall 

accuracy 

Accuracy of 

change trend 0 

Accuracy of 

change trend 1 

Accuracy of 

change trend 2 

Structural 

score 

Mean 

BIC 83.06 10.28 93.75 69.11 -12338.69 

BDe 83.12 10.23 93.65 69.29 -12106.62 

k2 83.23 10.32 93.86 69.39 -11665.11 

Variance 

BIC 2.3291 4.2012 1.3221 5.4369 3,067.5731 

BDe 2.2017 4.2293 1.2293 5.3662 3,133.0162 

k2 2.1029 4.0106 1.1228 5.2172 3,188.2739 

 

As shown in Table 2, k2 achieved the highest accuracy in 

predicting change trends 1 and 2, followed in turn by BDe and 

BIC. The accuracy ranking of the three scoring functions was 

exactly the opposite in predicting change trend 0. The 

accuracy difference between the three scoring functions fell 

between 0.1~0.2%. As for variance, the three scoring 

functions were ranked in ascending order as: k2, BD2 and BIC. 

The results are attributable to the penalty term in the BIC 

function and the sample size. The growing number of time 

points increases the sample size, leading to fluctuations in 

prediction accuracy. 

Figure 1 illustrates the overall prediction accuracy of each 

scoring function. As shown in Figure 1, with the growing 

number of time points, all three scoring functions exhibited a 

decline in the overall prediction accuracy. The trends of the 

BIC and the BDe were basically the same, and slightly more 

stable than that of k2. 

 

 
 

Figure 1. Overall prediction accuracy of each scoring 

function 

 

Table 3 details the prediction accuracy of the BDe scoring 

function. 

 

Table 3. The prediction accuracy of the BDe scoring function 

 
Number of 

time points 

Scoring 

function 

Overall 

accuracy 

Accuracy of change 

trend 0 

Accuracy of change 

trend 1 

Accuracy of change 

trend 2 

Structural 

score 

5 BDe 84.57 5.25 95.11 65.64 -6053.1 

6 BDe 84.48 8.78 94.12 70.83 -7094.2 

7 BDe 84.47 12.55 93.47 72.66 -8102.4 

8 BDe 85.86 16.76 94.59 72.66 -9067.8 

9 BDe 85.46 16.75 94.61 71.75 -9952.2 

10 BDe 84.72 9.41 94.34 73.56 -10778.9 

11 BDe 83.21 7.63 92.88 72.87 -11622.6 

12 BDe 83.99 11.48 93.52 72.32 -12378.4 

13 BDe 83.41 13.35 92.98 72. 32 -13101.5 

14 BDe 83.98 11.51 94.32 72. 32 -13752.9 

15 BDe 83.25 7.67 94.21 72. 32 -14333.8 

16 BDe 82.88 11.88 93.11 72.41 -14892.5 

17 BDe 78.92 17.62 92.26 71.68 -15410.6 

18 BDe 82.11 17.65 92.22 71.68 -15821.6 

19 BDe 80.62 12.10 92.02 69.56 -16291.7 

20 BDe 79.32 19.43 90.53 61.77 -16552.9 

 

As shown in Table 3, the BDe scoring function achieved an 

overall accuracy of 82.30%. It correctly predicted 12.49% of 

change trends 0, 93.39% of change trends 1, and 69.42% of 

change trends 2. Considering each accuracy, it is 

recommended to select 8 time points (two days) to predict the 

change trend of air ticket price in the next time point. In other 

words, the change trend of air ticket price of the current day 

can be predicted accurately based on that of the previous 2 

days. 

 

 

5. COMPARATIVE ANALYSIS  

 

This subsection introduces the NN model to predict the 

change trend of air ticket price of the said flight, and compares 

the prediction accuracy with that of the BN model. The NN 

model was selected as a contrastive method, because it is an 

excellent tool for classification and prediction and a directed 

graph, too. 

Before using the NN model for learning, the first step is to 

set the number of hidden layers. Experimental results show 

that, the more the number of hidden layers, the harder it is for 

the NN to converge to the global optimal solution. In addition, 

the NN with a single hidden layer has enough learning ability. 

Therefore, the NN model adopted for comparison contains 

only one hidden layer.  

Next, the NN model was tested with different number of 

hidden layer neurons. It is found that the number of hidden 

layer neurons has little effect on the prediction results. With 

the growing number of hidden layer neurons, the number of 

iterations of the NN learning soared, while the error slowly 

decreased. The best prediction effect was achieved when there 
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were three neurons on the hidden layer. 

Hence, an NN model with three neurons in one hidden layer 

was adopted to learn the data on air ticket price collected at 20 

time points, and used to predict the number of remaining seats 

in the next time point. The average of the results in ten 

experiments was taken as the final prediction.  

The prediction abilities of the NN model and the BN model 

were compared from three aspects. In terms of structure, the 

BN clearly illustrates the relationship between variables, with 

the connection parameter between nodes being conditional 

probability. The structure of the NN presents the relationship 

between neurons, with the connection weight being the 

coefficient of the connection between neurons. However, the 

NN structure cannot reflect the relationship between variables. 

The prediction accuracy of the number of remaining seats is 

shown in Table 4. 

 

Table 4. The prediction accuracy of the NN model for the number of remaining seats 

 
Remaining 

seats? 

Overall 

accuracy 

Accuracy of 

change trend 0 

Accuracy of 

change trend 1 

Accuracy of 

change trend 2 

Yes 74.18 16.26 88.36 42.39 

No 76.30 20.86 82.19 51.07 

As shown in Table 4, the NN model achieved an accuracy 

of 74.18% and 76.30%, when there are seats remaining and no 

seat remaining, respectively. Obviously, the overall accuracy, 

accuracy of change trend 0, and accuracy of change trend 2 

were higher in the case with no remaining seat than the case 

with remaining seats. This confirms our conclusion based on 

the BN model that remaining seats have no positive effect on 

the prediction results, but will increase the model complexity. 

Finally, the BN model and the NN model were compared in 

prediction accuracy. Based on eight time points, 70% of the 

sample data were taken as the training set and the remaining 

30% as the test set. Ten experiments were conducted for each 

model and the average was taken as the final prediction. The 

prediction accuracies of the two models are compared in Table 

5. 

 

Table 5. The prediction accuracies of the BN model and the NN model 

 

Model 
Overall 

accuracy 

Accuracy of 

change trend 0 

Accuracy of 

change trend 1 

Accuracy of 

change trend 2 

The NN model 82.36 16.72 90.52 70.72 

The BN model 84.72 14.35 94.02 73.37 

As shown in Table 5, the BN model outperformed the NN 

model in all cases, except the accuracy of change trend 0. This 

means our model is better than the NN model in predicting the 

change trend of air ticket price. 

 

 

6. CONCLUSIONS 

 

Taking air ticket as an example of tourist consumption, this 

paper establishes a prediction model for air ticket price based 

on the BN model. The model forecasts the change trend of air 

ticket price in the next moment through analyzing the 

historical data. Only two variables were considered in the 

model, i.e. the number of the remaining seats and the ticket 

price. Experimental results show that the BN model achieved 

a desirable accuracy of 80%. According to big data analysis, 

the fluctuation of the air ticket price in the next moment can 

be predicted accurately based on the price trends in the 

previous two days. The research results lay the basis for 

predicting the price volatility of the other product/service of 

tourism. 
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