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 In this paper, we study ciphertext-only cryptanalysis of a cascade of pseudorandom sequence 

generators employing linear feedback shift registers (LFSRs) with so-called irregular clocking. 

The cascade of LFSRs is a well-known pseudorandom generator scheme that produces 

sequences with good cryptographic characteristics (long period, high linear complexity, good 

statistical properties, etc.) A method of cryptanalysis of cascades containing two such LFSRs 

is well known. We generalize this method to cryptanalysis of a cascade with an arbitrary 

number of LFSRs. We reconstruct a set of candidate clock control sequences at each stage of 

the cascade, instead of enumerating all the possible initial states of the corresponding 

subcascade. The reconstruction is performed by means of an independent search through the 

edit distance matrix associated with every stage of the cascade. The experimental results show 

that such a generalized method of cryptanalysis is feasible. This topic is of great significance 

to the study of the security of such schemes applied to digital communications of cross-border 

e-commerce. 
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1. INTRODUCTION 

 

Stream ciphers represent the backbone of security of today’s 

most important digital communication of cross-border e-

commerce. With irregularly clocked LFSRs in general and 

especially with their cascades, it is possible to achieve 

extremely long periods and large linear complexities of 

keystream sequences. Because of that, the most of today’s 

high-grade stream ciphers are based on irregular clocking, in 

one form or another. By studying possibilities of cryptanalysis 

of such pseudorandom generator schemes, it is possible to 

determine the potential of securing modern digital 

communications with this type of devices and to reduce the 

exploitation of their vulnerabilities to a minimum. 

In this paper, we study ciphertext-only cryptanalysis of a 

cascade of pseudorandom sequence generators employing 

linear feedback shift registers (LFSRs) with so-called irregular 

clocking. The cascade structure represents a generalization of 

a primitive irregular clocking structure with 2 LFSRs, of 

which one generates clock pulses for the other (see Figure 1). 

There are several ways of irregular clocking, which determine 

the type of the irregular clocking-based pseudorandom 

sequence generator. Examples of irregular clocking schemes 

include the stop-and-go generator [1], the Binary Rate 

Multiplier [2], the shrinking generator [3] and the alternating 

step generator [4]. It is well-known that the two most 

important cryptographic quality criteria for stream ciphers are 

the length of the period of the output sequence and the linear 

complexity of the output sequence [5]. Long periods and high 

linear complexities with structures employing LFSRs can be 

achieved in several ways. We can use non-linear filters [6], 

non-linear combiners [7] or irregular clocking. Non-linear 

filters and non-linear combiners were shown to be vulnerable 

to various kinds of attacks such as algebraic attacks [8, 9] and 

correlation attacks [10]. Besides, with irregular clocking it is 

possible to achieve longer periods and higher linear 

complexities than with non-linear filters and combiners [11]. 

Because of that, it is of particular interest to investigate the 

difficulties of cryptanalysis of such schemes. 

 

 
 

Figure 1. Elementary cascade of two LFSRs 

 

In cryptanalysis of irregularly clocked LFSRs in general and 

their cascades in particular, it is not possible to directly 

implement correlation attack methods as used by Siegenthaler 

[10]. The reason for this is the need to compare the output 

sequence of the generator with internal sequences that are in 

general longer than the output sequence. Because of that, the 

Hamming distance measure, used by Siegenthaler has to be 

replaced by a more convenient measure, with which we can 

compare sequences of different lengths. One possibility is to 

use the constrained edit distance (or constrained Levenshtein 

distance) [12, 13]. Thus, it is possible to use the ideas from [10] 

in the cryptanalysis of the pseudorandom generator schemes 

that employ irregularly clocked LFSRs. 

In this paper, we consider stream ciphers, a large class of 

so-called symmetric ciphers, and we concentrate on 

cryptanalysis of cascades of irregularly clocked LFSRs 

(Figure 3) realized through the Binary Rate Multiplier (BRM) 

[2]. We now formalize the task of cryptanalysis of such a 

scheme: 
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Given the prefix of the intercepted output sequence of 

length M, determine the initial states of all the LFSRs in the 

cascade. The goal of the paper is to determine how this task 

could be solved. 

The decimation of sequences happens when the output 

sequence of a subgenerator is fed into the clock control input 

of one or more other subgenerators. The minimal example of 

such a scheme is a scheme in which one LFSR clocks another. 

In this paper, we generalize the ideas from Ref. [14] to 

cryptanalysis of cascades of irregularly clocked LFSRs. 

 

 

2. A PARTICULAR STATISTICAL MODEL APPLIED 

IN CRYPTANALYSIS OF CASCADE OF LFSRS 

 

The statistical model that we are interested in is based on 

the binary rate multiplier. This model was originally 

mentioned in Ref. [15]. The model is applied in Ref. [14] for 

the cryptanalysis of pseudorandom sequence generators. It is 

shown in Figure 2. In this paper, we analyze a stage of the 

cascade using this model. 

 

 
 

Figure 2. The statistical model of a stage of the cascade 

 

According to Golić and Mihaljević’s reaearch [15], the 

feedback polynomial of the LFSR in this model is given as: 

 
2

1 2( ) 1 L

nf x a x a x a x= + + + +               (1) 

 

where, L is the given length of this LFSR. {xn} is the output 

sequence of the LFSR. {dn}, serving as the decimation 

sequence, is the output sequence from another LFSR. {zn} is 

the output sequence after the decimation processor. {bn} is the 

binary noise sequence, for example, the plaintext. {yn} is 

produced by the sum modulo 2 of the decimated sequence {zn} 

and the noise sequence {bn}. 
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In this statistical model, it is supposed that {dn} is the 

realization of the sequence {Dn} of independent and 

identically distributed random variables, with a certain 

probability Pr(Dn=i), which should be chosen in our research 

as it is described in Section 3. 

The binary noise sequence {bn} is the realization of the 

sequence of random independent and identically distributed 

variables {Bn} with probability: 

 

( )Pr 1 p 0.5, nnB = =                           (5) 

3. CRYPTANALYSIS OF THE CASCADE WITH AN 

ARBITRARY NUMBER OF LFSRS 

 

3.1 The phases of cryptanalysis of cascade with two LFSRs 

 

Two phases of cryptanalysis of cascade with two LFSRs 

(Figure 1) are discussed in Ref. [14]. In this cascade, there are 

two LFSRs. The first register LFSR1 is regularly clocked while 

the second one LFSR2 is irregularly clocked with the clock 

signals from the output sequence of LFSR1 (Figure 1). The 

clocking satisfies the model described in Figure 2. 

As it can be seen in Figure 2, the output sequence of LFSR1 

{dn} serves as the decimation sequence. The output sequence 

of LFSR2 {xn} is decimated by {dn}. The output sequence of 

the binary rate multiplier {zn} and the noise sequence {bn} are 

summed modulo 2 to produce the final output sequence {yn}. 

There are two main phases in the cryptanalysis of the 

cascade with two LFSRs. The two phases are briefly described 

in Ref. [14], in which the emphasis is put on the reconstruction 

of suboptimal paths in the constrained edit distance array. 

The first phase of the cryptanalysis of a cascade with two 

LFSRs is that the candidate initial states of LFSR2 should be 

determined. Golić and Mihaljević [15] describes a correlation 

attack based on the statistical model given in Section 2. Firstly, 

certain number of initial states are chosen at random from all 

the non-zero initial states of LFSR2. Then, these selected initial 

states are used to generate {xn}, whose length depends on the 

length of the intercepted sequence. After that, the constrained 

edit distance between the intercepted sequence and each 

generated {xn} is calculated. The threshold is chosen to be an 

integer greater than or equal to the maximum of the results of 

computation of the constrained edit distance. In the next step, 

we use all the remaining initial states of LFSR2 to generate 

{xn}, between which and the intercepted sequence, a new set 

of constrained edit distances is calculated. The states 

producing {xn}, whose constrained edit distance to the 

intercepted output sequence is less than the threshold represent 

the candidate initial states for LFSR2. 

The second phase of the attack is to reconstruct the clock 

control sequence of LFSR2. In 2007, Petrovic and Fuster-

Sabater [14] proposed an attack, in which a new algorithm was 

used to search for the optimal and suboptimal paths through 

the matrix of constrained edit distances, each corresponding to 

a possible clock control sequence for LFSR2. This search is 

directed by increasing the tolerance for weight discrepancy 

between the weight (i.e. constrained edit distance) of a 

reconstructed suboptimal path and the weight of the optimal 

path. In this paper, we extend the ideas from Ref. [14] to 

cryptanalysis of a cascade of irregularly clocked LFSRs 

containing an arbitrary number of LFSRs. 

 

3.2 The method of splitting the cascade into subcascades 

 

The scheme of a cascade of LFSRs presented can be divided 

into two parts: the first one is the subcascade that generates the 

clock control sequence for the last LFSR, and the second one 

is the last LFSR in the cascade itself (as shown in Figure 3 

below). 

If the prefix of the output sequence of the last LFSR is 

known to the attacker, it is possible to reconstruct the initial 

state of the last LFSR with a generalized correlation attack. It 

is possible to obtain a set of candidate initial states of that 

LFSR, which could generate the intercepted output sequence. 

This can be realized by using the model described in Section 
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2. 

The next step is to determine which initial state, among all 

the candidate initial states obtained, can generate the 

intercepted output sequence. So the control sequence that, 

together with one of the candidate initial states of the last 

LFSRs in the cascade, could generate the prefix of the 

intercepted sequence has to be determined. We use the 

constrained edit distance matrix associated with each 

candidate initial state to reconstruct the paths, each of which 

maps to a possible control sequence. 

After the possible clock control sequences of the last LFSR 

in the cascade are reconstructed, we can treat the rest of the 

scheme as a cascade of lower dimension. We can use the 

possible clock control sequences of the last LFSR as the output 

sequence of the subcascade. Then the same process can be 

used in the subcascade.  

 

 
 

Figure 3. The scheme of a cascade of irregularly clocked 

LFSRs divided into two parts 

 

 

4. EXPERIMENTAL WORK 

 

4.1 Objective of the experiment 

 

The purpose of our experiment was to verify that the 

methods discussed in the previous sections can be used in 

cryptanalysis of a cascade of LFSRs. A similar experiment 

with two LSFRs was implemented in Ref. [14]. In our 

experiment, by using the theory discussed in the previous 

sections, we carry out cryptanalysis of a cascade with three 

LSFRs. By doing this, the method is extended from the 

cascade with two LFSRs to that with three LFSRs. Then the 

same procedure can be applied to extending to the cascade 

with an arbitrary number of LSFRs in the future work. 

We chose three LFSRs constituting the cascade (see Figure 

4). These LFSRs are clocked in the following way: 

LFSR1 is regularly clocked. 

If the output of LFSR1 is 0, LFSR2 is clocked once, and the 

output bit of LFSR2 is valid and is used to clock LFSR3.  

If the output of LFSR1 is 1, LFSR2 is clocked twice. The 

first output bit of LFSR2 is discarded. The second output bit is 

valid and is sent to clock LFSR3. 

The same procedure is applied in clocking LFSR3 by using 

the valid output bit of LFSR2. 

 

 
 

Figure 4. A cascade of three LFSRs 

 

In our experiment, as a matter of convenience, we chose 

three LFSRs with the same feedback polynomials: 

 
2 7 6 10( ) 1f x x x x x= + + + +                    (6) 

 

Each LFSR had 4 feedback taps and 1 output tap. The output 

tap was the content of the leftmost cell of each LFSR. In 

addition, all the LFSRs had the length of 10. 

4.2 Simulation of generating the intercepted sequence  

 

The aim of the attack was, given the intercepted sequence 

(the output sequence of LFSR3 with a certain level of noise), 

to determine the initial states of LFSR3, LFSR2 and LFSR1 

successively as well as the correct clocking sequences of 

LFSR3 and LFSR2. In order to demonstrate our attack 

procedure to be feasible, we needed to compare the initial 

states and the clocking sequences we obtained from our attack 

to the correct ones, which were known in advance. This could 

be realized by the following logical steps: 

1. The initial states of each LFSR in the cascade were 

chosen at random. They were recorded. 

2. With the initial states obtained in the step 1 and the 

clocking algorithm, we could start the simulation 

procedure. By simulating the irregular clocking 

procedure, the intercepted sequence was generated.  

3. The corresponding output sequences of LFSR2 and 

LFSR1, which were used to generate the intercepted 

sequence, were recorded. 

4. The attack (cryptanalysis) procedure was started 

bearing in mind the fact that the only known 

information was the intercepted sequence and the 

feedback polynomials of each LFSR. 

5. Compare the results of the attack, including the initial 

states of the three LFSRs and the output sequences of 

LFSR3 and LFSR2, to the recorded ones in step 1 and 3. 

6. If the values of each comparison are identical, the 

attack method is proved to be feasible. 

In the simulation procedure of our experiment, the initial 

states of LFSR1, LFSR2 and LFSR3 were set to 0101111111, 

0011100100 and 1011100000, respectively. The length of the 

output intercepted sequence was set to 200. The LFSRs had 

feedback polynomials (1). Then the simulation was executed 

and we generated 200 bits of the intercepted sequence Y as 

well as the corresponding output sequence of LFSR1 (clock 1) 

and LFSR2 (clock 2), and the intercepted sequence (Y1) 

without noise. 

 

4.3 Cryptanalysis processes and results 

 

The cryptanalysis (attack) procedure consists of the 

following steps: 

1. Determine the candidate initial states of LFSR3. 

2. Determine the correct clocking sequence of LFSR3. 

3. Determine the candidate initial states of LFSR2. 

4. Determine the correct clocking sequence of LFSR2. 

5. Determine the correct initial state of LFSR1. 

In this cryptanalysis procedure, it is supposed that the 

feedback polynomials are known in advance as shown in 

polynomials (1). In the first place, the method used in the 

realization of step 1 and step 3 was described in Ref. [15]. 

Furthermore, after we obtained the clocking sequence of 

LFSR2 in the step 4, we can calculate the initial state of LFSR1 

by solving the system of linear equations in the step 5. So, in 

our experiment, we shall only focus on the step 2 and the step 

4. 

In the step 1, with the knowledge of the intercepted 

sequence, we can determine a set of candidate initial states of 

LFSR3 (see the correlation attack described in Ref. [15]). In 

our experiment, we supposed that we obtained the correct 

initial state of LFSR3 which, together with the corresponding 

clocking sequence of LFSR3, could produce the intercepted 

sequence. 
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In the step 2, the initial state of LFSR3 was set to 

1011100000, which was equal to the value used in the 

simulation process. And the intercepted sequence used to 

establish the constrained edit distance was also set to be equal 

to the value obtained by the simulation process. The length of 

the intercepted sequence was set to 200. Besides, the length 

pl out of the clocking sequence of LFSR3 was set to 40, which 

means only the first 40 bits of clock 2 were used in the 

comparison process. Then we generated the corresponding 

constrained edit distance matrix and reconstructed all the 

optimal and sub-optimal paths using algorithm in Ref. [16]. 

The result shows that, after searching 7612 paths, the correct 

clock sequence is found equal to clock 2.  

The same process was applied in the step 4, where the initial 

state of LFSR2 was set to 0011100100. As the feedback 

polynomial of LFSR1 was known, the length pl was set to 10, 

which was equal to the length of LFSR1. The length of clock 2 

needed was set to 40. Then we generated the corresponding 

constrained edit distance matrix and reconstructed the optimal 

and sub-optimal paths using algorithm in Ref. [16] again. The 

result shows that, after searching only 20 paths, the correct 

clock-control sequence was found equal to clock 1.  

The experiment results proved that the theory discussed in 

previous sections and the methods described in this section 

were feasible. 

 

 

5. CONCLUSION 

 

In this paper, the cryptanalysis of the cascade of irregularly 

clocked linear feedback shift registers is described. The attack 

is essentially a method for reconstruction of the initial state of 

the subcascade that generates the clock control sequence. The 

statistical model based on binary rate multiplier, which 

employs the constrained edit distance is used. Instead of 

checking all the possible initial states of the subcascade, all the 

possible optimal paths in the edit distance matrix as well as the 

suboptimal paths, whose weight-difference from the optimal 

ones dose not overcome the discrepancy D given in advance, 

are reconstructed by depth-first search. Experimental results 

show that the methods described in this paper, which is used 

to cryptanalyze a cascade with an arbitrary number of LFSRs, 

are applicable. 

The experiment results proved that it is feasible to 

generalize the correlation attack against a scheme with 2 

LFSRs, of which one irregularly clocks another, to a cascade 

of irregularly clocked LFSRs. First of all, the cascade with an 

arbitrary number of LFSRs was split into subcascades. Then, 

the possible candidate initial states of the last LFSR were 

reconstructed with a generalized correlation attack. Once the 

set of candidate initial states is known, the element that 

generates the intercepted output sequence has to be determined. 

The attack continued by determining the clock control 

sequence that, together with one of the candidate initial states 

of the last LFSR, could generate the intercepted sequence. This 

can be achieved by searching through the constrained edit 

distance matrix associated with every candidate initial state 

obtained in the previous step of attack. The optimal and 

suboptimal paths were reconstructed in the searching 

procedure. Once the possible clock control sequences of the 

last LFSR in the cascade were reconstructed, we treated the 

rest of the scheme as a cascade of lower dimension utilizing 

the reconstructed clock sequences as its output sequence. Then, 

the same analytical methods were applied into the cascade of 

lower dimension. This process continues until the possible 

initial states of the first LFSR in the cascade were 

reconstructed. 
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