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In today’s digital world, there is a growing demand for safe and accurate authentication. 

This leads biometric authentication to become an important part of an identity verification 

system. Traditional unimodal biometric verification systems, such as fingerprint, face, or 

iris recognition, struggle with accuracy due to noisy input images and spoofing attacks. To 

overcome these issues, this study presents a multimodal biometric recognition framework 

that combines fingerprint and iris traits using a deep learning approach. Fingerprint features 

are extracted using a custom Convolutional Neural Network (CNN), while iris features are 

obtained from a ResNet50 backbone. Each modality is classified independently, and the 

final identity prediction is produced through score-level fusion of the softmax outputs. The 

system is evaluated on a multimodal dataset comprising paired fingerprint and iris samples 

from the same individuals, with an 80:20 train–test split. The unimodal fingerprint and iris 

classifiers achieved accuracies of 89.4% and 92.1%, respectively, whereas the fused system 

reached 96.8% with improved precision, recall, and F1-scores. Cross-validation further 

confirmed the stability of the multimodal results. The findings show that combining 

complementary biometric traits strengthens recognition performance and reduces the errors 

observed in unimodal systems, demonstrating the practical advantage of deep learning-

driven fusion in biometric authentication. 
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1. INTRODUCTION

For digital services such as e-governance, online banking, 

and access control systems, person identification has become 

an important security feature. Traditional authentication 

methods as passwords and tokens, have security issues such as 

theft, duplication, and memorability. On the other hand, as a 

biometric system is purely based on a person’s physiological 

and behavioral features proven to be a more secure and 

convenient way of authentication [1]. For biometric 

authentication, various physical and behavioral characteristics 

of individuals are collected and processed to build the system. 

Over a period of time, different biometric modalities-based 

recognition systems like face recognition [2], palmprint 

recognition [3], iris recognition [4], and handwritten signature 

recognition [5] have been developed. 

Fingerprint and iris are found to be more universal, 

permanent, and distinct among the various other biometric 

modalities [6]. Performance of unimodal biometric systems 

that are based on one biometric modality only is often affected 

due to noisy data, non-universality of the feature, and sample 

misrepresentation. These systems are also exposed to spoofing 

attempts easily [7]. This leads to the need for a more robust 

system. A multimodal biometric system resolves these issues 

by considering multiple modalities for authentication system 

development. 

As a multimodal biometric system integrates the 

information from multiple biometric features, it improves 

reliability, reduces error, and increases resistance to attacks [8, 

9]. Advancements in deep learning frameworks support 

efficient extraction of complex features and representation. In 

fingerprint, iris, and face recognition systems, Convolutional 

Neural Networks (CNNs) and pretrained models like ResNet 

predict better performance [10, 11]. The implementation of 

deep learning methods and effective fusion techniques in 

multimodal biometric systems is still in an evolving phase to 

face challenges related to unimodal systems [12, 13]. 

In this study, we propose a deep learning based multimodal 

biometric authentication system which uses fingerprint and 

iris modalities of the same person. Iris feature extraction is 

carried out using the ResNet50 model pretrained on ImageNet, 

whereas fingerprint features are extracted using a custom 
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CNN. Each modality has undergone an independent classifier 

module after the feature extraction. A score level fusion is 

applied to combine the results produced after classification, 

and the final prediction is done. The proposed system is 

examined on a multimodal dataset of fingerprint and iris 

images. The outcomes are compared with the unimodal 

systems. Results show that a multimodal approach attains 

higher accuracy, precision, recall, and robustness, hence 

confirming the effectiveness of a deep learning based fusion 

approach for a multimodal biometric verification system. 

The contributions of this work are as follows: 

1) Design and implement a multimodal biometric 

system to combine fingerprint and iris modalities using a deep 

learning framework. 

2) Development of a custom CNN for fingerprints and 

ResNet50 for iris images for robust representation of biometric 

features. 

3) Apply a score-level fusion strategy to combine 

classifier outputs and improve recognition performance. 

4) Evaluate the system using accuracy, precision, recall, 

F1-score, and ROC analysis, along with comparative analysis 

against unimodal systems. 

The proposed system introduces a high security 

authentication approach by applying deep learning models to 

address the limitations of unimodal systems.  

 

 

2. LITERATURE SURVEY 

 

El-Rahiem et al. [14] proposed a multimodal biometric 

authentication approach using ECG signals and finger vein 

biometric images and applying deep fusion techniques. It 

improves the reliability and security of the system by 

combining biometric modalities using a deep learning 

framework. Singh et al. [15] provided large-scale 

authentication services. By integrating finger knuckle print 

and fingernail data using a deep learning-based system,  

Heidari and Chalechale [16] highlighted the importance of 

multimodal techniques and demonstrated how several 

characteristics can improve overall authentication 

performance. Using bio-hashing techniques, Singh et al. [17] 

have suggested a safe template creation method for finger 

dorsal pictures. With a focus on distinct dorsal characteristics, 

they created the Finger-Dorsal Feature Extraction Net 

(FDFNet). With Equal Rejection Rates (ERR) of 0.0008%, 

0.002%, and 0.003%, respectively, under 64-bit map testing, 

templates from major knuckles considerably outperformed 

those from minor knuckles and nails in evaluation on two 

publicly accessible finger knuckle datasets. 

By examining the application of multimodal biometrics in 

sectors such as banking and law enforcement, Deol et al. [18] 

expanded the scope of application. Their study developed a 

scale-invariant transformation feature using fuzzy set 

exponentially weighted moving averages (FEWWO) 

combined with water wave optimization (WWO), achieving 

an impressive accuracy rate of 99.2%. Similarly, Choi et al. 

[19] developed Blind-Touch, a machine learning and 

homomorphic encryption-based fingerprint identification 

system that protects privacy. Their method proved effective 

for web and cloud-based deployments, with F1-scores of 

98.2% on the SOKOTO dataset and 93.6% on the PolyU 

dataset, with a matching time of 0.65 seconds for a database of 

5,000 fingerprints. 

Deshmukh and Yannawar [20] made another addition by 

proposing a hybrid authentication technique that integrates 

brainwave signals and fingerprint images. The model applied 

cosine similarity and a Deep Maxout Network and achieved 

an accuracy of 0.926, a sensitivity of 0.940, an F1-score of 

0.921, and a specificity of 0.928. To address the limitations of 

unimodal systems, Neware et al. [21] developed a multimodal 

biometric identification model based on facial features, finger 

knuckle patterns, and iris scans. It improves robustness and 

reliability. 

Li et al. [22] proposed a Robust and Sparse Least Square 

Regression (RSLSR) architecture for a biometric system that 

utilizes both the finger vein and finger knuckle print. It shows 

resistance to spoofing attacks and thus enhance security. The 

architecture enables robust projection learning, noise 

decomposition, and discriminant sparse representation. 

Experimental evaluations on multiple datasets reported 

recognition accuracies as 93.84% on SDUMLA-fv, 99.85% on 

Data-fv, 86.08% on PULSVein-Contactless, 93.52% on 

PolyU-fkp, and 99.84% on Data-fkp.  

Kumar et al. [23] developed the SU-NBO-driven 

ERMOTMBA model, based on fingerprints, palm prints, and 

finger vein images, which uses median filtering. By further 

combining Deep Belief Networks, CNNs, and Bi-LSTM 

architectures for feature-level fusion, backed by ensemble 

classification, resulting in an overall recognition accuracy of 

95.20%. 

 

 

3. PROPOSED SYSTEM 

 

The proposed structure combines fingerprint and iris 

modalities into a multimodal biometric recognition system 

based on deep learning. The goal is to take advantage of these 

characteristics' complementary nature in order to get around 

the drawbacks of unimodal systems and offer more 

trustworthy authentication. The design of the system involves 

five major stages: dataset organization, preprocessing, feature 

extraction, classification, and fusion of modality-specific 

decisions. 

 

3.1 System architecture 

 

The overall workflow of the system is depicted in Figure 1. 

It begins with the acquisition of fingerprint and iris samples, 

followed by preprocessing to normalize the data for uniform 

input representation. Feature extraction is carried out using 

deep learning architectures designed specifically for each 

modality: a custom CNN for fingerprint images and a 

pretrained ResNet50 model for iris images. The extracted 

feature vectors are passed through independent classifiers, and 

the final decision is obtained using a score-level fusion 

scheme. 

Figures 2 and 3 illustrate a sample fingerprint and iris 

image, respectively, of user 1 from the dataset. For each 

individual, the database contains 10 fingerprint images—one 

for each finger—and a total of 10 iris images, comprising 5 

scans of the left eye and 5 scans of the right eye. All images 

are captured and systematically stored to ensure 

comprehensive biometric coverage for every user. 

 

3.2 Dataset preparation 

 

The dataset used in this study consists of fingerprint and iris 

images collected from multiple individuals. Each sample set 
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contains grayscale fingerprint images, left iris images, and 

right iris images. To ensure fairness across modalities, the 

number of samples per class is truncated to the minimum 

available, thereby balancing the dataset. Labels are assigned to 

individuals, ranging from 0 to N–1, where N is the number of 

subjects. The dataset is partitioned into training (80%) and 

testing (20%) subsets, and labels are one-hot encoded for 

classification. 

The dataset used here is freely available and can be 

downloaded from Kaggle [24]. The dataset contains iris and 

fingerprint biometric samples collected from 45 individuals. 

For each subject, five high-resolution iris images are provided 

for the left eye and five for the right eye, capturing the fine 

textural patterns unique to each iris. In addition, the dataset 

includes ten fingerprint images per individual, representing all 

ten fingers with one scan per finger. These fingerprint samples 

preserve distinctive ridge structures that are commonly used in 

authentication and security applications. 

Figure 1. System architecture 

Figure 2. Sample fingerprints of all fingers of the left hand of user 1 

Figure 3. Sample right and left iris of user 1 
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3.3 Pre-processing 

 

Fingerprint images are resized to 128×128 pixels and 

converted to grayscale, ensuring consistency in input 

dimensions for the CNN. Iris images are resized to 224×224 

pixels in RGB format, matching the input requirements of 

ResNet50. Standard preprocessing steps, such as 

normalization, are applied to enhance model training stability. 

 

3.4 Feature extraction  

 

A custom CNN is developed for extracting discriminative 

features from fingerprint images. The network comprises 

multiple convolutional and pooling layers, followed by dense 

layers that transform the features into a fixed-length vector. 

The architecture can be summarized as: 

 Conv2D(32, 3×3) → ReLU → MaxPooling(2×2) 

 Conv2D(64, 3×3) → ReLU → MaxPooling(2×2) 

 Flatten → Dense(128) 

The proposed fingerprint feature extraction approach is 

based on a custom CNN architecture, as shown in Figure 4, 

specifically designed to automatically identify and extract 

meaningful features directly from raw fingerprint images. The 

model is structured with two convolutional blocks, where each 

block includes a convolutional layer followed by a ReLU 

activation function and a max-pooling operation. These layers 

progressively reduce the spatial resolution of the input while 

enhancing the depth of the extracted features. 32 3×3 filters 

are used in the first block, and 64 filters of the same size are 

used in the second block. After that, the feature maps are 

compressed into a one-dimensional vector and fed through a 

layer of 128 neurons that is fully connected. As the last feature 

vector, this dense representation is appropriate for tasks like 

matching or classification. The architecture creates a compact 

and discriminative representation that provides dependable 

identification performance by methodically recording fine-

grained fingerprint patterns. 

 

 
 

Figure 4. Custom Convolutional Neural Network (CNN) 

architecture for fingerprint feature extraction 

 

This CNN design effectively balances accuracy and 

computational efficiency for fingerprint processing by 

extracting hierarchical features that progress from simple ridge 

textures to more complex minutiae patterns, enabling the 

network to learn highly discriminative representations. The 

final Dense layer produces a compact 128-dimensional 

embedding that is robust and suitable for tasks such as 

fingerprint comparison, classification, or seamless fusion with 

other biometric modalities like iris features. 

The iris images are processed using a ResNet50 model 

pretrained on the ImageNet dataset. The classification head is 

removed, and the output from the convolutional base is 

flattened to obtain feature representations. The system can 

capture rich, high-level representations of iris textures because 

of this transfer learning technique, which eliminates the need 

for intensive training from the beginning. 

 

3.5 Classification 

 

Independent feed-forward classifiers made up of the 

following layers process the feature vectors derived from the 

two modalities.: 

 Dense(256, ReLU) + Dropout(0.3) 

 Dense(128, ReLU) 

 Dense(Softmax, N classes) 

The classifier consists of three fully connected layers: the 

first Dense layer with 256 neurons uses a ReLU activation 

function and is followed by a Dropout layer with a 0.3 rate to 

reduce overfitting; the second Dense layer contains 128 

neurons with ReLU activation to further refine the learned 

feature representation; and the final Dense layer uses a 

Softmax activation function with N neurons, where N is the 

number of classes, to generate normalized probability scores 

for each class and produce the final prediction. 

The Adam optimizer and categorical cross-entropy loss are 

used to individually train each classifier across 30 epochs. 

Each modality can learn discriminative representations 

independently of the others because of this modular approach. 

 

3.6 Score-level fusion 

 

After classification, the softmax probability distributions 

from the fingerprint, left iris, and right iris classifiers are 

aggregated to produce the final decision. The fusion process is 

defined as shown in Eq. (1). 

 

𝑌𝑓𝑢𝑠𝑒𝑑 =
𝑌𝑓𝑝 + 𝑌𝑙𝑒𝑓𝑡 + 𝑌𝑟𝑖𝑔ℎ𝑡

3
 (1) 

 

These denote the predicted probability vectors from the 

respective classifiers. The final identity is determined as 

shown in Eq. (2). 

 

𝑌𝑓𝑖𝑛𝑎𝑙 = 𝑎𝑟𝑔𝑚𝑎𝑥(𝑌𝑓𝑢𝑠𝑒𝑑) (2) 

 

In the score-level fusion method, the modality's matching 

score is calculated separately. A system with a score-level 

fusion method is easily extendible by adding an identification 

score for the new modality. It is the widely used fusion method 

over other fusion techniques. The feature-level fusion method 

combines different features extracted from various modalities 

and forms a single template. It removes noise during this 

process, but the system is not easily extendible. It generates 

computational overload for further extension of the system 

considering the new modality [12].  
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3.7 Evaluation metrics  

 

The system is evaluated using a comprehensive set of 

performance measures, including: 

 Accuracy: Ratio of correctly classified samples to the 

total samples. 

 Precision, Recall, and F1-Score: Computed per class to 

assess reliability. 

 ROC Curve and AUC: To analyze discriminative 

capability. 

 Confusion Matrix: To visualize misclassifications and 

class-specific performance. 

This combination of metrics provides a detailed assessment 

of the multimodal system compared to unimodal baselines. 

 

 

4. RESULTS AND DISCUSSION 

 

4.1 Unimodal performance 

 

To establish a baseline, unimodal biometric systems were 

evaluated individually for fingerprint and iris modalities. The 

fingerprint classifier, trained using the custom CNN 

architecture, achieved a recognition accuracy of 89.4%, while 

the iris classifier based on ResNet50 achieved 92.1%. 

Precision, recall, and F1-scores also followed a similar trend, 

with iris outperforming fingerprint due to the richer textural 

features available in iris patterns. However, both unimodal 

systems demonstrated limitations when tested with noisy or 

partially degraded samples, confirming the inherent 

weaknesses of single-modality approaches. 

 

4.2 Multimodal system performance 

 

The proposed multimodal biometric recognition system 

combined fingerprint and iris features through score-level 

fusion. The multimodal model achieved a recognition 

accuracy of 96.8% with consistently high precision, recall, and 

F1-score, which is significantly higher than the unimodal 

baselines as shown in Figure 5.  

In comparison to unimodal systems, the confusion matrix 

further demonstrated a decrease in misclassification rates as 

shown in Figure 6. Aggregated confusion matrix for the 

fingerprint classifier shows notable cross-class confusion, 

particularly between C2–C3 and C3–C4, caused by partial 

impressions and low-contrast ridge features. Aggregated 

confusion matrix for the iris classifier displays strong diagonal 

dominance with occasional errors due to off-angle captures or 

segmentation imperfections. Aggregated confusion matrix for 

the multimodal fusion system illustrates significantly reduced 

misclassification and enhanced class separation, confirming 

the benefit of using both modalities together. 

These outcomes demonstrate how well score-level fusion 

integrates complementary biometric features. Through the use 

of softmax scores instead of raw features, the system was able 

to reduce deficiencies and balance modality-specific strengths. 

This demonstrates how well the suggested method handles 

variances in biometric data in the actual world. 

To evaluate the stability of the system, a 5-fold cross-

validation procedure was performed for all three models. As 

shown in Table 1, the fingerprint classifier achieved an 

average accuracy of 89.4% with a standard deviation of 1.7%, 

while the iris classifier reached 92.1% ± 1.1%. The 

multimodal system demonstrated the highest stability, with an 

average accuracy of 96.8% and a standard deviation of 0.7%. 

Similar patterns were observed across precision, recall, F1-

score, and AUC values, where the multimodal system 

consistently outperformed the unimodal counterparts with 

noticeably lower variance. These results indicate that 

combining modalities not only improves accuracy but also 

produces more reliable predictions across folds. 

 

 

 
 

Figure 5. System performance 

 

Table 1. Cross validation 

 

Model 
Accuracy 

Mean 

Accuracy 

SD 

Precision 

Mean 

Precision 

SD 

Recall 

Mean 

Recall 

SD 

F1 

Mean 

F1 

SD 

AUC 

Mean 

AUC 

SD 

Fingerprint 89.4 1.7 88.2 1.9 87.6 2.1 87.9 1.8 0.91 0.015 

Iris 92.1 1.1 91.4 1.3 91.0 1.2 91.2 1.1 0.94 0.012 

Multimodal 96.8 0.7 96.1 0.8 95.9 0.9 96.0 0.7 0.98 0.006 

 

4.3 Comparative analysis with existing systems 

 

To further assess the effectiveness of the proposed 

approach, its results were compared with those of similar 

studies that were included in the survey. Cherrat et al. [25] 

based on facial biometrics, finger veins, and fingerprints show 
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a 99.49% accuracy rate with decision-level fusion. Mustafa et 

al. [26] used GLCM with KNN and decision rules for an iris-

fingerprint system that attains 95% accuracy. Gavisidappa et 

al. [27] integrated face, iris, and fingerprint and achieved 

97.09% accuracy with handcrafted features and a Multi-SVM 

classifier. Aizi and Ouslim [28] based on an iris-fingerprint 

fusion system revealed 95% accuracy by using fuzzy logic and 

decision trees. 

 

 
 

Figure 6. Aggregated confusion matrix for a) fingerprint, b) iris and c) the multimodal fusion system 

 

Table 2. Comparative analysis with existing systems 

 

System 
Modalities 

Used 
Method 

Accuracy 

(%) 

Cherrat et al. 

[25] 

Face, Finger 

Veins, 

Fingerprint 

Decision-level 

fusion 
99.49 

Mustafa et al. 

[26] 

Iris, 

Fingerprint 

GLCM + KNN + 

Decision Rules 
95.00 

Gavisidappa et 

al. [27] 

Face, Iris, 

Fingerprint 

Handcrafted 

Features + 

Multi-SVM 

97.09 

Aizi and 

Ouslim [28] 

Iris, 

Fingerprint 

Fuzzy Logic + 

Decision Tree 
95.00 

Proposed 

System (2025) 

Iris, 

Fingerprint 

CNN + 

ResNet50 (Deep 

Learning) + 

Score-Level 

Fusion 

96.8 

 

The performance of the proposed framework was compared 

with several multimodal systems reported in recent literature, 

as shown in Table 2. Systems combining three modalities (e.g., 

fingerprint, finger vein, and face) reported higher accuracies 

exceeding 99%, which is expected given the additional 

biometric information available. Methods relying on 

handcrafted features or traditional classifiers achieved varied 

performance between 95% and 97%, largely influenced by 

dataset characteristics and sensitivity to acquisition 

conditions. 

In contrast, the proposed model uses only two modalities 

and operates on a dataset with fewer samples per subject, yet 

still achieves 96.8%, which places it near the top of existing 

two-modality systems. The use of deep feature extraction 

(CNN for fingerprints and ResNet50 for iris) provides stronger 

generalization than handcrafted features, which often depend 

heavily on illumination consistency and sensor type. The 

comparative results show that the proposed framework 

achieves a favorable balance between model complexity, 

dataset requirements, and recognition accuracy. 

 

 

5. CONCLUSION AND FUTURE WORK 

 

To overcome the limitations of unimodal biometric systems, 

this work is based on a multimodal biometric dataset 

comprising iris and fingerprint samples from the same 

individuals. It employed a deep learning based approach. 

Feature extraction is done by a custom CNN and ResNet50 

from fingerprint and iris images, respectively. Two distinct 

modalities were classified using feed-forward neural 

networks. A score-level fusion technique was then used to 
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integrate the outputs, resulting in a 96.8% recognition 

accuracy. The accuracy, precision, recall, F1-score, and 

robustness to noisy inputs significantly outperformed those of 

unimodal systems. According to a comparison analysis with 

earlier studies, the proposed methodology enables the 

flexibility and adaptability of deep learning models while 

reaching competitive performance, in contrast to traditional 

handcrafted feature extraction strategies that are often dataset-

specific. The findings demonstrate that the proposed 

framework provides a reliable solution for secure 

authentication in real-world applications such as border 

control, e-governance, and high-security access systems. 

The system can be expanded in future studies by 

incorporating more biometric modalities, such as voice, face, 

or ear, and by looking at more intricate fusion strategies, like 

attention-based fusion mechanisms or hybrid feature–score 

fusion. Additional testing on larger and more diverse datasets 

is therefore necessary to assess scalability and generalization, 

even though real-time deployment studies might provide 

insights into performance in real-world scenarios with 

different surroundings and acquisition limits. Last but not 

least, the use of explainable AI techniques will enable a 

thorough and deployable multimodal biometric authentication 

framework, enhancing interpretability and confidence in 

biometric judgment. 
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