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Heart disease is among the leading causes of death in the modern world. Clinical data 
analysis is extremely difficult in the prediction of cardiovascular disease. The goal of this 
research is to use deep learning to improve the accuracy of early-stage cardiovascular 
disease prognosis. Initially, the SCalable Range-Based Adaptive Bilateral (SCRAB) filter is 
used to eliminate noise artifacts. Then the relevant features are pried from the pre-processed 
images using ResNet-101 and EfficientNet algorithms. These features are selected by 
Mayfly Optimization Algorithm (MFO). Finally, the combined features are fed into Deep 
Belief Network (DBN) for detecting Cardio Vascular Disease. According to experimental 
findings, the suggested deep features with DBF classifier have an accuracy of 99.43%. 
Furthermore, the proposed technique outperforms the existing ones in terms of accuracy. It 
has the potential to be a very useful tool for doctors in their clinical work.  
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1. INTRODUCTION

The heart is the most important organ as it supplies blood to
all organs. If the heart isn't functioning properly, the brain and 
other organs will also stop functioning, which will result in the 
victim dying within minutes. Therefore, it is crucial that the 
heart functions properly. 

Every year, coronary sickness, also known as 
cardiovascular disease, puts the health of countless numbers of 
people worldwide at risk. It is one of the principal causes of 
homicide [1, 2]. Several disorders can affect the heart and 
blood arteries, causing serious health issues. It is one of the 
prime causes of illness and death globally, affirming a 
substantial number of lives each year. Cardio Vascular Disease 
(CVD) encompasses multiple illnesses, including 
hypertension, coronary artery disease, heart failure, stroke, and 
peripheral artery disease. 

The artery-clogging accumulation of plaque is one of the 
main causes of cardiovascular disease. Accumulation can limit 
blood circulation to vital organs, including the heart and brain, 
leading to heart attacks and strokes. A number of lifestyle 
factors, such as smoking, not exercising, dietary propensity, 
eating a bad diet, drinking too much alcohol and being obese, 
increase the chance of developing cardiovascular disease [3]. 
In addition, underlying medical disorders including age, 
diabetes and excessive cholesterol, gender and genetics all 
play important roles [4, 5]. Since cardiovascular diseases have 
several underlying causes, it can be challenging to identify the 
condition correctly and promptly [6]. Quick and precise 
prediction of CVDs is necessary for healthcare since early 
prediction and treatment of these conditions can dramatically 
lower the risk of sickness and death. Quick identification and 
appropriate treatment are critical for improving results and 

lowering the risk of complications associated with 
cardiovascular disease. 

Artificial neural networks (ANNs), a type of multi-layered 
structure of algorithms inspired by human brain networks, are 
the basis of deep learning that does automatic feature learning. 
Research in cardiovascular medicine has shown that deep 
learning can accurately predict outcomes. However, because 
the cutting-edge deep learning model approaches rely on a 
variety of algorithms, these algorithms are now crucial for 
precisely predicting the presence or absence of cardiac 
disorders. 

This study collected images from multiple modes, including 
MRI, CT, PET, and chest X-rays from the publicly available 
datasets. To remove noise artifacts, the acquired pictures are 
pre-processed using the SCalable Range-Based Adaptive 
Bilateral (SCRAB) filter. The relevant features are retrieved 
from the pre-processed pictures using transfer learning based 
neural networks: ResNet-101 and EfficientNet. The structural 
features are extracted by these deep neural networks and 
acquired as feature sets. These features are selected by MFO 
algorithm and the sets are fused to DBN as input for detecting 
CVD. The benefit of optimization algorithms is their ability to 
handle intricate non-linear situations with a high degree of 
adaptation and flexibility. When compared to the current deep 
neural networks, the suggested approach produces the most 
accurate and optimal results. This technique has the potential 
to increase cardiovascular disease detection accuracy and 
boost artificial intelligence in hospitals. 

By combining information from several imaging 
modalities, medical personnel can obtain a deeper 
understanding of a patient's condition. Multimodality images 
are very supportive in the area like cardiology, neurology, 
cancer and orthopaedics for better diagnosis and effective 
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treatments. Hence this present study adopted multimodality 
images. Figure 1 displays the overall architecture of the 
proposed approach. 

 

 
 

Figure 1. Complete architecture of the proposed approach 
 
The study makes the following primary contributions:  
• SCRAB filter has employed as a pre-processing tool to 

sharpen and smooth the acquired pictures. 
• Transfer learning based ResNet-101 and EfficientNet 

approaches are used to extract the suitable features from the 
pre-processed picture. 

• MFO algorithm is used for feature selection to improve the 
efficiency. 

• The incorporated feature sets are fed into DBN to detect 
CVD. 
 
 
2. RELATED WORK 

 
AI can detect early signs of cardiac disease by analyzing 

data such as body weight, blood pressure, sugar level, 
cholesterol, and heart rate. While Deep Learning (DL) and 
Machine Learning (ML) methods are altering the current 
healthcare system, accurately and consistently predicting 
cardiac disease remains challenging. Heart disease detection 
has been done using a variety of categorization techniques. 

Though precise and reliable prediction of heart illness 
remains a challenge, ML and DL approaches are redefining the 
present healthcare scheme. Heart disease detection has been 
done using a variety of categorization techniques. For the 
objective of classifying and predicting CVD patients, Khan et 
al. [7] used various ML approaches, including logistic 
regression (LR), random forest (RF), decision tree (DT), Naïve 
Bayes (NB), and support vector machine (SVM). Out of all 
these techniques, Random Forest has shown to be effective. 
Kavitha et al. [8] combined random forest and decision tree 
algorithms to build a hybrid model. Random forest 
probabilities provide the foundation for how the integrated 
model functions. After identifying the most crucial features 
using the SelectKBest function and chi-squared statistical 
approach, Senan et al. [9] employed the feature engineering 

method to construct new features that highly linked to train 
machine learning approaches and provide encouraging 
outcomes. Two distinct datasets were trained using optimised 
hyperparameter classification methods, including KNN, SVM, 
Random Forest, Logistic Regression and Decision Tree. 

Singh and Kumar [10] used the KNN algorithm, Decision 
tree, SVM and linear regression process as classification and 
regression methods to predict heart disease using UCI 
repository data. To improve accuracy, Hashi and Zaman [11] 
uses grid search method to change the hyperparameters for 
five classification algorithms. Following the use of feature 
selection techniques like the Matthew's correlation and Fisher 
score, Saqlain et al. [12] classified data using RBF kernel 
based SVM. The study led by Dimopoulos et al. [13] used RF, 
K-Nearest Neighbour (KNN), and Decision Tree for 
diagnosing Cardio Vascular Disease. RF classifier shown best 
accuracy compared to others by using Hellenic SCORE 
technique.  

A deep CNN-based method for identifying cardio vascular 
disorders utilising 1D and 2D PCG raw data was presented by 
Jamil and Roy [14]. Direct feature selection from the raw PCG 
signal has been made automated and effective by using 
Particle Swarm Optimisation (PSO) and Genetic Algorithms 
(GA). Vision Transformer (ViT), which leverages the self-
attention process, has been used to enhance the classifier's 
performance. A multi-modal stacking ensemble was proposed 
by Yoon and Kang [15] that incorporates data from two 
different modalities: scalograms and grayscale ECGs. 

XGBoost was employed as the Meta learner by aggregating 
the detections of the base learner, while SVM, logistic 
regression, random forest, and the ResNet-50 schemes were 
used as the individual foundation learners of the stacking 
group.  

A unique multi-modal approach for detecting CVDs based 
on PCG and ECG characteristics is proposed by Li et al. [16] 
uses traditional neural networks to collect deep-coding 
characteristics from the PCG and ECG. The genetic algorithm 
is used to select the best feature subset from a combined 
collection of features. Next, we use a support vector machine 
to put classifications into practice. Ammar et al. [17] 
developed a group of classifiers to categorise cardiac 
disorders, as well as a network based on deep learning model 
to separate the three major cardiac structures in short-axis cine 
MRI images. The DL segmentation network is a FCNN based 
U-Net with smaller amountof trainable parameter sets.  
 
 
3. PROPOSED METHODOLOGY 

 
Figure 2 illustrates the complete workflow of the proposed 

work. The suggested work has three stages: (1) Pre-
processing, (2) Feature Extraction, (3) Feature Selection and 
(4) Classification. 

The multi-modal images used in this study, including CT 
scans, MRIs, chest X-rays and PET scans, were collected from 
publicly accessible databases. SCRAB filter is employed as a 
pre-processing tool to sharpen and smooth the acquired 
pictures. The relevant features are derived from the pre-
processed pictures using transfer learning based neural 
networks: ResNet-101 and EfficientNet. These features are 
selected by MFO algorithm and the sets are incorporated to 
DBN as input for detecting CVD. The benefit of optimisation 
algorithms is their ability to handle intricate non-linear 
situations with a high degree of adaptation and flexibility. The 
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proposed method outperforms existing deep neural networks 
in terms of accuracy and efficiency. This method may be 
implemented in hospitals to facilitate the advancement of AI 

in the health domain and enhance the accurate identification of 
cardiovascular ailments. The schematic architecture of the 
suggested method is explained in Figure 2.  

 

 
 

Figure 2. Schematic representation of the proposed model 
 

3.1 Pre-processing  
 

Preparing the data for feature extraction requires pre-
processing to guarantee that the input data is consistent and 
clean indicative of the underlying patterns, all of which 
contribute to the creation of features that are more reliable and 
accurate. This present study employed Adaptive Bilateral 
Filter (ABF) for sharpening and smoothing the input images. 

The suggested ABF's shift-variant filtering process and its 
impulse response are depicted in Eqs. (1) and (2), respectively. 
 

𝑓𝑓[𝑚𝑚,𝑛𝑛] = ��ℎ[𝑚𝑚,𝑛𝑛; 𝑘𝑘, 𝑙𝑙]𝑔𝑔[𝑘𝑘, 𝑙𝑙]
𝑙𝑙𝑘𝑘

 (1) 

 
where, 𝑓𝑓 � [𝑚𝑚,𝑛𝑛]  represents the restored image, g [𝑚𝑚,𝑛𝑛] 
represents the degraded image, and ℎ[𝑚𝑚,𝑛𝑛: 𝑘𝑘, 𝑙𝑙] represents the 
response at [𝑚𝑚,𝑛𝑛] to an impulse at [𝑘𝑘, 𝑙𝑙].  
 

ℎ[𝑚𝑚,𝑛𝑛;𝑚𝑚0,𝑛𝑛0] 

= 𝐼𝐼�𝛺𝛺𝑚𝑚0,𝑛𝑛0�𝑟𝑟𝑚𝑚0,𝑛𝑛0
−1 𝑒𝑒− �

(𝑚𝑚 −𝑚𝑚0)2 + (𝑛𝑛 − 𝑛𝑛0)2

2𝜎𝜎𝑑𝑑2
�, 

𝑒𝑒−
1
2 �
𝑔𝑔[𝑚𝑚,𝑛𝑛] − 𝑔𝑔�𝑚𝑚0,𝑛𝑛0� − �𝑚𝑚0,𝑛𝑛0�

𝜎𝜎𝛾𝛾�𝑚𝑚0,𝑛𝑛0�

2

� 

(2) 

 
where the centre pixel of the window is [𝑚𝑚0,𝑛𝑛0]. The indicator 
function is represented by 𝐼𝐼(·) and the volume beneath the 
filter is normalised to unity by Eq. (3). 
 

𝑟𝑟𝑚𝑚0,𝑛𝑛0 and �𝛺𝛺𝑚𝑚0,𝑛𝑛0� = {[𝑚𝑚,𝑛𝑛]: [𝑚𝑚,𝑛𝑛] ∈ [𝑚𝑚0 −
𝑁𝑁,𝑚𝑚0 + 𝑁𝑁] × [𝑛𝑛0 − 𝑁𝑁,𝑛𝑛0 + 𝑁𝑁]} 

(3) 

Two significant changes are present in ABF: Initially, an 
offset 𝜁𝜁 is added to the range filter. Second, the range filter 
𝜎𝜎𝑟𝑟 's width and 𝜁𝜁 are both locally adaptive in ABF. ABF will 
degenerate into a traditional bilateral filter if 𝜁𝜁 = 0 and 𝜎𝜎𝑟𝑟 is 
fixed. In ABF, a fixed low pass Gaussian filter with 𝜎𝜎𝑟𝑟 = 1.0 
is used as the domain filter. 

The bilateral filter becomes a considerably more potent 
filter that can both smooth and sharpen when a locally 
adaptable 𝜁𝜁 and 𝜎𝜎𝑟𝑟 are combined. Additionally, it sharpens an 
image by making the edges more pronounced. The range filter 
is essentially a one-dimensional filter that analyses the image's 
histogram. The range filters parameter 𝜎𝜎𝑟𝑟 . It determines how 
wide the filter should be. The width of the range filter is set by 
the range filter parameter 𝜎𝜎𝑟𝑟 . It establishes the degree of 
selection exercised by the range filter in selecting pixels with 
comparable grey values for inclusion in the averaging process. 
The range filter will give each pixel in the range a comparable 
weight if 𝜎𝜎𝑟𝑟 is large in relation to the window's data range. 

 
3.2 Feature extraction 

 
A method called feature extraction is in use to extract 

crucial details about the CVD images from the pre-processed 
pictures, which facilitates and improves the accuracy of 
classification. In this study, a deep learning based ResNet101 
and Efficient Net approaches has been utilized to get the 
efficient and robust features. Finally, the incorporated features 
are used to classify the CVD.  

 
3.2.1 ResNet 101 

A particular kind of residual neural network called ResNet 
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was first presented by He et al. [18]. The ResNet network 
employs residual connections that allow gradients to pass 
through directly, preventing gradients from becoming zero 
following the application of the chain rule. ResNet-101 is 
composed of 104 convolutional layers overall. In addition, it 
consists of 29 blocks with a total of 33 layers; 29 of these 
blocks use the output from the preceding block, which is 
known as the residual connections mentioned before. At the 
conclusion of each block, these residuals are utilised as the 
first operand of the summing operator to generate the input for 
the blocks that follow.  
 

 
 

Figure 3. Basic architecture of ResNet 101 
 
The next four blocks employ the output of the previous 

block: a convolution layer with a filter size of 1×1 and a stride 
of 1, followed by a batch normalisation layer that performs the 
normalisation process. The output of that layer is then 
delivered to the summing operator at the block's output. Figure 
3 shows the architecture of ResNet 101 network. 
 
3.2.2 EfficientNet 

Tan and Le [19] presented the convolutional neural network 
architecture called EfficientNet. By increasing the network's 
depth, breadth, and resolution in an ethical manner, the goal of 
EfficientNet is to offer state-of-the-art performance at a low 
computational cost. EfficientNet's design is comparable to that 

of other convolutional neural networks (CNNs), consisting of 
a convolutional layer stack followed by pooling layers, fully 
connected layers, and nonlinear activations. Compound 
scaling, which consistently adjusts the depth of the network, 
breadth, and resolution by a set of predefined scaling 
coefficients, is one of the main advances of EfficientNet. 

Depth wise Separable Convolutions: EfficientNet divides 
the basic convolution operation into two distinct operations: 
depth wise convolution and point wise convolution.  

A set of scaling factors (phi) is introduced by EfficientNet 
to regulate the network's depth, breadth, and resolution. These 
coefficients are empirically found on a validation set using a 
grid search, guaranteeing that the scaled models function as 
well as possible under the restrictions of computing power. 
With its unique compound scaling technique, EfficientNet 
generally strikes a reasonable compromise between model 
efficiency and performance. 

 
3.3 Feature selection 

 
Feature selection is a crucial step in machine learning that 

involves selecting a subset of relevant attributes. This study 
utilized MFO algorithm for feature selection. MFO can 
improve image processing methods like object detection, 
enhancement, and segmentation. It can aid in raising the 
precision and effectiveness of image processing methods. 

 
3.4 Classification 

 
This present study utilized DBN to classify the normal and 

CVD images from the features selected by Mayfly 
Optimisation Algorithm. 

 
3.4.1 DBN 

DBN is based on a Restricted Boltzmann Machine and 
employs an ANN with an RBM topology consisting of visible 
and non visible hidden layers. The RBM employs the energy 
function to calculate unit values in a probabilistic manner, 
based on the Hopfield network. The RBM is exposed in Figure 
3. The RBM has zero internal connection. Figure 3 illustrates 
the DBN, which connects the RBM's structures in a sequential 
fashion. 

The front-facing hidden unit layer in the structure serves as 
the preceding visible unit layer. Establishing the hidden and 
visible layers 1 into a distinct RBM is how DBN learning is 
accomplished. Once learning is finished, a fresh input equal to 
the value of hidden layer 1 is given to hidden layers 1 as well 
as 2 through the RBM for training. So, up until the final layer, 
learning is sequential. The DBN is used in the back 
propagation algorithm, a supervised learning classification 
technique. It is set up at the top layer of the DBN. In this work, 
a back propagation-DBN classification prediction model was 
developed. 

In Figure 4, the visible layer is represented by 
𝑣𝑣(𝑣𝑣1, 𝑣𝑣2 , … . , 𝑣𝑣𝑛𝑛) , the hidden layer is represented 
by  ℎ(ℎ1,ℎ2 , … . , ℎ𝑛𝑛) , and the weight matrix separating the 
hidden layer from the visible layer is represented by W. The 
feature sets are input from the visibility layer, the weight value 
w and the state of every neuron are randomly initialised to 
produce the hidden layer data. This disconnection at the same 
level between neurons results in the following properties of the 
neuron state: conditions of the visible units are activated 
independently if the visible cell state is determined, and 
conditions of the visible units are activated independently if 
the hidden cell state is determined. 
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Figure 4. Restricted Boltzmann machine 
 

 
 

Figure 5. DBN 
 

In the case of a given set of states (v, h), the energy function 
of the RBM model may be represented as follows:  
 

𝐸𝐸(𝑣𝑣, ℎ) = −�𝑎𝑎𝑖𝑖

𝑛𝑛

𝑖𝑖=1

𝑣𝑣𝑖𝑖 −�𝑏𝑏𝑗𝑗

𝑚𝑚

𝑗𝑗=1

ℎ𝑗𝑗 −��𝑣𝑣𝑖𝑖

𝑚𝑚

𝑗𝑗=1

𝑤𝑤𝑖𝑖𝑖𝑖ℎ𝑗𝑗

𝑛𝑛

𝑖𝑖=1

 

= −𝑎𝑎𝑇𝑇𝑣𝑣 − 𝑏𝑏𝑇𝑇ℎ − ℎ𝑇𝑇𝑤𝑤𝑤𝑤 

(4) 

 
where the visible unit’s offset vector is symbolized by 𝑎𝑎 =

(𝑎𝑎1, 𝑎𝑎2, … . ,𝑎𝑎𝑛𝑛), the hidden unit’s bias vector is represented by 
𝑏𝑏 = (𝑏𝑏1, 𝑏𝑏2, … . ,𝑏𝑏𝑚𝑚) , and the visible layer’s state vector is 
represented by 𝑣𝑣 = (𝑣𝑣1, 𝑣𝑣2, … . , 𝑣𝑣𝑛𝑛), the hidden layer’s state 
vector is symbolized by ℎ = (ℎ1, ℎ2, … . , ℎ𝑚𝑚), the connection 
weight matrix is denoted by 𝑤𝑤 = (𝑤𝑤𝑖𝑖 ,𝑗𝑗), and (𝑤𝑤𝑖𝑖 ,𝑗𝑗) represents 
the weight of the 𝑖𝑖𝑡𝑡ℎ  visible part and the 𝑗𝑗𝑡𝑡ℎ  hidden 
component. The construction of DBN is illustrated in Figure 
5.  

 
 
4. EXPERIMENTAL RESULTS 

 
The deep learning toolbox MATLAB was used to execute 

the experiments for the proposed work. The multi-modal 
pictures used in this study, including MRIs, chest X-rays PET 
scans and CT scans were obtained from Kaggle datasets. 
Additionally, a comparison of the suggested network using 
traditional DL models is shown. 
 
4.1 Performance measures 

 
Several performance measures can be employed to evaluate 

the proposed model's effectiveness. A system's performance in 
deep learning can be assessed using many benchmarks. The 

next sections cover performance measurements, such as F1 
score, accuracy, recall, and precision. 

Accuracy: The accuracy of the suggested model is evaluated 
by calculating the proportion of right guesses to all prediction 
as provided in Eq. (5), is one method to determine the 
frequency with which a deep-learning algorithm properly 
classifies a data point. 
 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
 (5) 

 
Precision: Precision is the ratio of the number of accurate 

predictions to total inputs. It is sometimes referred to as 
positive predictive value. Eq. (6) may be utilised for the 
computation of precision. 
 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
 (6) 

 
Recall: Recall, also known as sensitivity, is the proportion 

of accurately predicted class members to the total number of 
members in that class. It serves as a gauge for the classifier's 
completeness. Eq. (7) may be utilised for the computation of 
recall. 
 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
 (7) 

 
F1-Score: F1-Score is the outcome of combining precision 

and recall. Eq. (8) may be utilised to quantify it. 
 

𝐹𝐹1 − 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 2 ×
(𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 × 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

 (8) 
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4.2 Discussions 
 
The proposed method for segmenting and categorizing 

cardiac nodules is provided, along with experimental data. The 
recommended solution was implemented using MATLAB. 
The categorization results were assessed using F1 score, 
precision, accuracy, and recall measures. The classification 
results obtained from the proposed method is displayed in 
Table 1. The proposed technique attains 99.43% of accuracy, 
94.62% of Precision, 90.27% of Recall and 92.39% of F1-
score on multimodality images.  

 
Table 1. Classification results of the proposed approach 

 
Performance Measures Combined Features with DBN 

Accuracy 99.43 
Precision 94.62 

Recall 90.27 
F1-score 92.39 

 
Table 2. Analysis of classification accuracy of the proposed 

approach with the previous works 
 

Ref. Method Accuracy (%) 
[20] HRFLM 88.7 
[21] Deep learning 82 
[22] Neuro-Fuzzy Model 91 
[23] RFE-GB 89.78 
[8] DT+RF 88 

[24] XGBH 80.6 

[25] Self-Attention based 
Transformer Model 95.2 

Proposed 
model DBN 99.43 

 
From the results, it is observed that classification with pre-

processed image achieves much better result than directly 
using the original images. Moreover, our deep learning-based 
feature extraction methods gives effective and robust features 
Feature selection method can generate more discriminate 
features for better recognition. This work incorporates pre-
processing, feature extraction, feature selection, and 
classification procedures, and the recognition process is 

completely automated without human interaction. The 
proposed model's findings are illustrated in Figure 6. 

The proposed model was analyzed against existing machine 
learning and deep learning methodologies. Deep features with 
DBN provide the highest accuracy compared to other 
approaches (refer to Table 2).  

Figure 7 displays the comparative analysis of the suggested 
DBN model, methods and the existing HRFLM, Deep 
Learning, NFM, RFE-GB, DT+RF, XGBH methods in terms 
of Accuracy. 

Figure 7 illustrates the accuracy of the suggested 
methodology compared to existing methods. The suggested 
DBN method perform well than the existing approaches like 
HRFLM, Deep Learning, NFM, RFE-GB, DT+RF, XGBH 
models in terms of accuracy. The proposed Deep features 
(ResNet101, Efficient Net) with DBN model achieves 99.43% 
of accuracy, HRFLM achieves 88.7% of accuracy, Deep 
Learning model gives 82%of accuracy, NFM model achieves 
91% accuracy, RFE-GB model attains 89.78% of accuracy, 
DT+RF gives the accuracy of 88% and XGBH achieves 80.6% 
of accuracy. The Proposed DBN enhances accuracy of 
10.73%, 17.43%. 8.43%, 9.65%, 11.43% and 18.83% than the 
HRFLM, Deep Learning, NFM, RFE-GB, DT+RF and XGBH 
models respectively.  

Figure 8 illustrates the results of the pre-processing, Feature 
Extraction and Classification results of the proposed DBF 
method [26]. 

 

 
 

Figure 6. Performance of the proposed model 
 

 
 

Figure 7. Analysis of proposed DBF model and the existing models 
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Figure 8. The results of the proposed work 
 

The multimodality input images are projected in the first 
column. The pre-processed images using ABF is displayed in 
second column. The outcome of the feature extraction process 
utilising the combined ResNet101 and EfficientNet features 
are displayed in the third column, and the DBN classification 
result is shown in the final column. The proposed operator 
achieves 99.43% of classification accuracy. The proposed 
work identifies three images as CVD, and two images as 
Normal among five test images. 
 
 
5. CONCLUSION 

 
One of the most serious diseases that distress people 

worldwide is heart disease. Lack of physical activity and 
changing lifestyles can raise the risk of certain illnesses. Early 
identification of heart disease can prevent several 
catastrophes. Using an effective algorithm to predict probable 
heart disease could help doctors detect cardiac illness early. 
There are various diagnostic methods accessible in medicine. 
Deep learning is considered to be the most accurate solution. 
This research focused on the early detection of cardio-vascular 
disease using multi-modality images. Initially, SCRAB filter 
is employed for removing the noise artifacts. Then the relevant 
features are derived from the pre-processed pictures by the use 

of transfer learning based neural networks: ResNet-101 and 
EfficientNet algorithms. These features are selected by MFO 
algorithm and the feature sets are fused to DBN as input for 
detecting CVD. Incorporation of the proposed pre-processing, 
feature extractor, feature selection and classifiers attain 
99.43% of accuracy. It can be assisting physicians to predict 
the Cardio vascular disease at the early stage. 
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