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The digital era has led to a significant increase in tourism reviews across various social 

media platforms and travel applications. However, many of these reviews contain spelling 

errors due to typos or deviations from standard language rules. This study developed an 

intelligent spelling correction model to improve the quality of sentiment analysis on Madura 

beach tourism reviews. The proposed model integrates the Damerau-Levenshtein Distance 

(DLD) method for spelling correction, Bigram-based N-Gram tokenisation, and the 

Random Forest (RF) Classifier for sentiment classification. The dataset consists of 1,634 

comments collected through data scraping, with 966 labelled as positive and 668 as negative 

using majority voting and expert validation. The model development was based on the 

CRISP-DM framework, and Information Gain was used to evaluate features because it helps 

prevent overfitting. According to the experiments’ results, the combined model DLD, N-

Gram, and Random Forest achieved the highest an accuracy of 90.21%. In contrast, the 

initial model, Random Forest, on TF-IDF features from the baseline achieved 89.69% 

without spelling correction or N-Gram features. Experimental results indicate shows that 

Random Oversampling achieves better class balance than SMOTE and Random 

Undersampling. Therefore, integrating spelling correction with feature extraction and 

selection significantly enhanced sentiment analysis performance in the research on Madura 

beach reviews. 
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1. INTRODUCTION

Tourism is an economic sector that plays an essential role 

in increasing regional and national income through activities 

such as travel, recreation, and the exploration of culture and 

nature [1-3]. In Indonesia, including in Madura, tourism has 

become a leading sector that supports the local economy, 

creates job opportunities, and promotes cultural preservation 

and infrastructure development [4]. Various efforts have been 

made to increase tourism appeal, such as improving facilities, 

digital promotion, and the development of the creative tourism 

economy, to improve community welfare [5]. Locally 

Generated Revenue (PAD) from the tourism sector in Madura, 

particularly in Sumenep, has experienced growth. As of mid-

2024, PAD from the tourism sector in Sumenep reached 62% 

of the annual target, approximately Rp. 525 million out of the 

Rp. 847 million target. One of the primary sources of PAD 

comes from beach tourism, which has become a flagship 

destination with an increase in the number of tourist visits 

through various events and infrastructure improvements [6, 7]. 

One of the main factors in tourism promotion is social 

media and travel platforms, which enable tourists to share their 

experiences through reviews, photos, and videos [8]. Social 

media also facilitates the dissemination of information and 

accelerates the formation of public opinion, creating a 

discussion space that is often very dynamic [9]. As a result, 

many opinions, both positive and negative, arise in response 

to government policies [10]. However, spelling errors (typos) 

in sentiments expressed on social media, such as TikTok, 

Instagram, YouTube, and travel platforms, often and 

understandably occur. These writing errors usually happen due 

to negligence, and naturally, this affects classification 

accuracy. To mitigate the impact of such spelling mistakes, 

additional methods are needed to perform spelling correction 

for the mistyped words [11]. 

However, previous sentiment analysis studies have 

primarily focused on structured, clean datasets, such as 

product or movie reviews, where spelling inconsistencies are 

minimal. In the tourism domain, particularly in user-generated 

reviews, Indonesian spelling variations, informal language, 

and typographical errors are common, yet their direct impact 

on sentiment classification accuracy remains underexplored. 

This limitation highlights a research gap in understanding how 

spelling correction techniques can improve sentiment analysis 

performance in tourism reviews, particularly in 

morphologically rich languages such as Bahasa Indonesia. 
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Reviews play an important role in shaping public perception 

of tourist destinations, both positive and negative [12, 13]. 

However, challenges arise when reviews contain spelling or 

typing errors, which can reduce the accuracy of text data 

analysis [14]. These mistakes hinder natural language 

processing (NLP) and affect the results of sentiment analysis, 

which help understand tourist satisfaction toward a destination 

[15-17]. 

In the context of Madura beach tourism, tourist reviews are 

critical for the government and destination managers to 

improve service quality and marketing strategies [18]. 

Therefore, an automatic spelling correction method is needed 

to improve the quality of reviews before further analysis. 

Unlike previous works that applied DLD and N-Gram for 

generic spell checking or linguistic correction, this study 

integrates them explicitly with a Random Forest classifier to 

examine their combined effect on sentiment classification 

accuracy in Indonesian tourism reviews. This approach 

contributes novelty by evaluating how intelligent spelling 

correction can enhance model robustness and provide more 

reliable insights for tourism management and policy decisions. 

With the approach of Damerau-Levenshtein Distance (DLD), 

N-Gram, and Random Forest Classifier (RF) [19]. The system

is expected to help produce more accurate data for decision-

making in the development of the tourism sector [20, 21].

Damerau-Levenshtein Distance is an effective method for 

correcting spelling errors by measuring the minimum number 

of operations, such as insertion, deletion, substitution, and 

transposition of characters, required to transform one word 

into another [22-24]. This method has been proven to improve 

spelling correction accuracy by up to 9% in texts with invalid 

spelling. Accurate spelling correction is crucial in text mining, 

particularly in NLP, which aims to extract information from 

unstructured text data [25]. In the context of sentiment analysis, 

NLP is used to identify opinions from text and convert them 

into quantitative data for decision-making purposes [26]. 

Another study on the use of the Damerau-Levenshtein 

algorithm and N-Grams for an Amazigh language spell 

checker shows that a spell-checking system combining the 

Damerau-Levenshtein algorithm and the N-Gram model was 

effective at detecting and correcting spelling errors. This 

system succeeded in placing the correct word as the top 

suggestion in more than 60% of cases and achieved high 

detection accuracy, with an F1-score of 98.74% for proper 

words and 86.62% for incorrect words. Compared to five other 

approaches (Norvig, BK-Tree, LinSpell, SymSpell, and N-

Gram), this system demonstrated better correction 

performance, though it was slightly slower than N-Gram in 

processing time. This combined approach is considered 

effective for handling common typos and is suitable for 

languages with high morphological complexity, such as 

Amazigh [18]. 

A similar study on Real-Word Spelling Error Detection and 

Correction in Urdu emphasised the effectiveness of the 

Damerau-Levenshtein algorithm for correcting real-world 

spelling errors in Urdu. The developed system generated 

correction candidates using the Damerau-Levenshtein 

Distance, then ranked them using an N-Gram model. The 

combination of trigram and Damerau-Levenshtein and 

additional ranking strategy was shown to produce the highest 

accuracy at 83.67%, making it effective for context-based 

spelling correction in low-resource languages [27]. 

The RF algorithm is often used in sentiment analysis 

because of its high performance compared to other 

classification methods [28]. However, this algorithm has 

weaknesses in data stability, so feature extraction and selection 

are needed to improve its accuracy [29]. 

Another related study explains that the Random Forest 

algorithm was chosen because it can generate accurate and 

stable predictions by combining many decision trees, thus 

reducing the risk of overfitting common in single decision 

trees. This algorithm is highly effective for handling complex, 

non-linear, and high-dimensional data, and still performs well 

even when there is missing data [30]. Additionally, Random 

Forest can provide feature importance scores, which are 

helpful for data analysis. With these advantages, Random 

Forest is an appropriate choice for tasks such as text 

classification, spelling correction, and context-based error 

detection, and RF is also valuable in strategic decision-making, 

medical diagnosis, financial prediction, as well as processing 

large and imperfect data [31]. 

Another study examined the use of the Random Forest 

algorithm to predict students’ course grades and analyse the 

importance of predictor variables. The model achieved an 

accuracy of 90.33% with an RMSE of 9.25. The results 

showed that GPA and high school grades were the most 

influential factors, followed by attendance and course category, 

while teaching method, type of school, and gender were less 

influential. Random Forest was chosen because it is accurate 

and capable of revealing each variable’s contribution to 

academic performance [32].  

The N-Gram and TF-IDF methods are used to understand 

word patterns in opinions. N-Gram splits the text into 

unigrams, bigrams, and trigrams to capture broader context 

[28]. For example, the phrase “suka hutang” (“likes debt”): 

using unigrams, the word “suka” may be classified as positive 

sentiment, and “hutang” as negative. However, with bigram, 

the phrase is analysed as a single negative meaning, which is 

more accurate [33]. 

Supporting research on the use of phishing detection 

systems on websites based on URL and Term Frequency-

Inverse Document Frequency (TF-IDF) values found that the 

Phisher Fighter system, which combines URL analysis and 

TF-IDF-based content, effectively detected phishing sites with 

high accuracy (accurate positive 90.68%) and low false 

negatives (9.31%). This combined approach proved more 

precise than previous methods and has the potential to be 

improved through dataset expansion and deep learning 

implementation [34]. 

Another article proposed an enhanced hybrid feature 

selection technique to improve sentiment classification 

accuracy by combining TF-IDF and SVM-RFE methods. This 

technique was tested on two customer review datasets 

(Sentiment Labelled and IMDB) and achieved superior results, 

with accuracy ranging from 84.54% to 89.56%. Moreover, this 

method reduced the number of features by up to 70.5%, 

making it efficient in computational resource usage without 

degrading classification performance [35]. 

Feature selection using Information Gain helps improve 

model performance by extracting more relevant keywords, 

thus enhancing the accuracy of sentiment analysis [36]. 

A study on the usefulness of Effective N-Gram Coverage 

proposed a new method to increase fuzzing effectiveness by 

utilising N-Gram coverage as the primary metric. N-Gram 

records the sequence of branches over n steps, thus capturing 

the execution path context more deeply. This allows the 

system to distinguish between logic variations even when the 

same branches are traversed, and to predict new paths through 
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nearest-neighbour branch estimation. Experimental results 

showed that this approach increased average code coverage by 

12.3% and discovered more bugs than conventional methods. 

These findings demonstrate that integrating N-Grams into the 

fuzzing process effectively expands program exploration and 

improves vulnerability detection [37, 38]. 

Recent research on developing machine learning models to 

predict chemical hazard classifications based on regulatory 

standards has utilised N-Grams and Natural Language 

Processing (NLP) techniques to convert chemical structures 

(SMILES) into numerical features. This approach involves 

splitting strings into smaller parts, enabling the recognition of 

local patterns related to compound toxicity. The method is 

flexible, computationally efficient, and capable of handling 

complex chemical symbols, thereby improving the accuracy 

of hazard classification predictions [39]. 

Another study proposed a new method based on TF-IDF and 

N-Gram to analyse DNA sequence similarity without 

alignment (alignment-free). By representing DNA sequences 

as words (N-Grams), TF-IDF was used to identify the most 

informative segments. This approach improved accuracy 

while reducing computational load and demonstrated superior 

performance across three datasets. The TF-IDF method proved 

to be accurate, computationally efficient, and effective in 

reconstructing phylogenetic relationships, making it suitable 

for large-scale genomic datasets [40]. 

With the integration of Damerau–Levenshtein Distance 

(DLD), N-Gram, and the Random Forest Classifier (RF), the 

proposed system is expected to generate more accurate 

insights for tourism development and decision-making. Unlike 

previous studies that applied these methods independently, 

this study integrates them into a unified framework to improve 

the robustness and contextual accuracy of sentiment analysis 

in Indonesian tourism reviews. 

 

 

2. LITERATURE REVIEW 

 

Sentiment analysis is the process of analysing digital text to 

identify and classify opinions or emotions as positive, negative, 

or neutral. This technique typically uses Natural Language 

Processing (NLP) methods and text analysis to extract 

subjective information and emotional states from various 

sources, such as customer reviews, social media, and surveys 

[41].  

Recent studies have further emphasised the importance of 

text normalisation and preprocessing in improving sentiment 

analysis accuracy, particularly for languages with high 

morphological complexity, such as Indonesian. A comparative 

study by ITS Surabaya demonstrated that applying advanced 

normalisation methods, including Damerau-Levenshtein 

Distance, significantly enhances sentiment classification 

performance on Indonesian text datasets [42]. 

Sentiment analysis, also known as opinion mining, is an 

automated process used to understand, extract, and process 

textual data [43]. Several studies have explored sentiment 

analysis across multiple domains; however, few have 

examined the specific influence of spelling errors within 

tourism reviews [44]. The presence of misspellings, informal 

expressions, and regional variations in Indonesian texts poses 

unique challenges for sentiment classification [45]. 

In tourism-related contexts, text mining and sentiment 

analysis have been widely applied to understand travellers’ 

perceptions from online reviews. For instance, TripAdvisor 

review analysis revealed that unstructured and noisy texts, 

often containing spelling mistakes, emojis, and informal 

expressions, pose challenges for accurate opinion 

classification [46]. Similarly, a tourism review sentiment 

classification study reported that typos and emoticons 

significantly affect model accuracy, emphasising the need for 

robust preprocessing and spelling correction mechanisms [47]. 

Therefore, exploring effective preprocessing and spelling 

correction methods is essential to ensure accurate sentiment 

identification in unstructured data contexts and to obtain 

reliable insights from user-generated content [45].  

The goal of sentiment analysis is to assess a person’s 

viewpoint or opinion bias on a particular issue, whether it is 

positive or negative. One example of the real-life 

implementation is identifying the direction and public opinion 

toward a product or service [48]. 

Based on the reviewed literature, most prior research has 

treated spelling correction, N-Gram modelling, and Random 

Forest classification as independent techniques rather than as 

an integrated framework. Moreover, limited studies have 

empirically tested their combined effect on noisy, user-

generated tourism review data written in Indonesian. 

Therefore, this study fills that gap by proposing an intelligent 

spelling correction model using the Damerau-Levenshtein 

Distance (DLD) and N-Gram, integrated with a Random 

Forest Classifier, for sentiment analysis of Madura beach 

tourism reviews. 

 

2.1 Text preprocessing 

 

The preprocessing stage is a phase in which data are 

normalised and adjusted to meet specific value constraints. 

This stage is performed to remove attributes that have little 

influence on the classification process. It is considered an 

essential step in the classification process to improve the 

accuracy of a model [49]. 

Preprocessing is conducted with the expectation of 

improving the accuracy and performance of the resulting 

Random Forest model. In data mining, preprocessing involves 

a variety of steps that are tailored to the data being used [50]. 

 

2.1.1 Text data cleaning procedures 

Data cleaning is the initial step in text preprocessing, aiming 

to remove noise from the data. This process involves several 

key steps: 

a) Remove punctuation, which removes punctuation marks. 

In this step, only alphabetic characters are accepted, while 

non-alphabetic characters are removed. 

b) Case folding, which converts all text to lowercase. 

c) Drop duplicates, which aims to remove duplicate tweets 

and eliminate spam tweets. 

d) Spelling correction, which refers to correcting the 

spelling of words [51]. 

 

2.1.2 Tokenizing 

Tokenising in Indonesian is relatively complex. Various 

types of affixes include prefixes, suffixes, infixes, and 

confixes. Indonesian words also originate from word 

repetition, affix combinations, and affix combinations with 

repeated words. In addition, a characteristic of the Indonesian 

language is compound words that are written together when 

bound at the beginning and end [52].
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The tokenising process is the step of separating a sentence 

string into the words that form it. In this process, the character 

sequence will be split into word units. 

 

2.1.3 Normalisation (Slang word) 

Slang words are informal words or phrases used in everyday 

language by certain groups, typically to express ideas, 

emotions, or popular culture in a more relaxed and informal 

way. Slang often changes with social, cultural, or 

technological trends and is usually not found in official or 

formal writing [51]. This process converts all informal words 

into standard words based on the KBBI (Indonesian 

Dictionary). 

 

2.1.4 Filtering 

Filtering is a step in the process of removing unnecessary 

words to reduce data noise. Pronouns, conjunctions, 

prepositions, slang, and other frequently appearing words are 

examples of stopwords. Examples of stopwords in Indonesian 

include “dan” (and), “atau” (or), “ini” (this), and so on [51]. 

 

2.1.5 Stemming 

Stemming is the process of converting words into their root 

form by removing affixes such as “in,” “ke,” and others. The 

purpose of stemming is to simplify words so they can be 

treated as the same root form even if they have different affixes. 

Stemming is often used in text processing to reduce word 

variation in the exact text, making analysis and information 

retrieval easier [51]. 

 

2.2 String metric calculation using Damerau-Levenshtein 

Distance 

 

Damerau-Levenshtein Distance is an extension of the 

Levenshtein Distance algorithm. This algorithm calculates the 

minimum number of operations needed to convert one string 

into another. Similar to Levenshtein Distance, the operations 

used include insertion, deletion, and substitution. However, 

Damerau-Levenshtein Distance adds a fourth operation, 

transposition (the swapping of two adjacent characters). 

In comparison, Levenshtein Distance only uses the first 

three operations, while Damerau-Levenshtein Distance allows 

character transpositions, offering greater flexibility in 

calculating string distance [53, 54]. The greater the number of 

differences between strings, the greater the distance. 

The inclusion of transposition can increase correction 

accuracy, as it addresses one of the most common typing 

errors—character swaps. 

Using more operations in the Damerau-Levenshtein 

Distance results in longer computation times than with other 

algorithms. The heaviest computation lies in the transposition 

process, where the system swaps all characters regardless of 

whether they are adjacent, and compares them with a 

dictionary to find the word distance. 

The distance between two strings a and b can be determined 

using the function. 𝐷𝑤1.𝑤2(𝑖,𝑗), where i and j represent the row 

indices of string w₁ and w₂, respectively. The Damerau-

Levenshtein Distance formula is explained in Eq. (1), as 

follows: 

 

𝑑𝑙𝑎.𝑏(𝑖,𝑗) = 𝑚𝑖𝑛

{
 
 
 

 
 
 
0
𝑖
𝑗
𝑑𝑙𝑖−1,𝑗 + 1 𝑑𝑒𝑙

𝑑𝑙𝑖,𝑗−1 + 1 𝑖𝑛𝑠

𝑑𝑙𝑖−1,𝑗−1 + 1(𝑎𝑖 ≠ 𝑏𝑗) 𝑠𝑢𝑏𝑠

𝑑𝑙𝑖−2,𝑗−2 + 1(𝑎𝑖 ≠ 𝑏𝑗) 𝑡𝑟𝑛𝑠

 

𝑖𝑓 𝑖 = 𝑗 = 0
𝑖𝑓𝑗 = 0
𝑖𝑓 𝑖 = 0
𝑖𝑓 𝑖 > 0
𝑖𝑓 𝑗 > 0

𝑖𝑓 𝑖, 𝑗 > 0
𝑖𝑓 𝑖, 𝑗 > 1 𝑎𝑛𝑑
𝑎𝑖 = 𝑏𝑗−1 𝑎𝑛𝑑

𝑎𝑖−1 = 𝑏𝑗 

  (1) 

 

The Damerau-Levenshtein matrix 𝑑𝑙 is used to calculate the 

distance between two strings, where 𝑎 Is the input string and 

𝑏 Is the target string. The indices 𝑖 and 𝑗 Represent the row 

positions of the input and target strings, respectively. This 

calculation yields the number of operations required to 

transform the input string into the target string. 

 

2.3 N-Gram 

 

N-Gram is a model used in Natural Language Processing 

(NLP) to predict the sequence of words in a sentence or text. 

This model assumes that the sequence of words in a text can 

be broken down into smaller units called “N-Grams.” The “N” 

in N-Gram refers to the number of words or tokens in the unit, 

where: 

a) If N = 1, it is called a unigram. 

b) If N = 2, it is called a bigram. 

c) If N = 3, it is called a trigram. 

N-Gram is a probabilistic approach to language modelling 

that predicts the next word or token based on previous words. 

The larger the value of N, the earlier words are considered in 

predicting the next word. However, as N increases, the amount 

of data required to train the model also increases exponentially, 

making models with larger N values more complex to use. 

 

𝑊𝑖−1 (2) 
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𝑊𝑖−1𝐶𝑗
𝑖 (3) 

 

𝑊𝑖−1𝐶𝑗
𝑖𝑊𝑖+1 (4) 

𝐶𝑗
𝑖 represents the current word. Eq. (2), 𝑊𝑖−1 is the token at 

position n – 1 (unigram). Eq. (3), a bigram is obtained from 

the combination of 𝑊𝑖−1with  𝐶𝑗
𝑖 (left bigram), and a trigram 

is formed by combining the bigram 𝑊𝑖−1 𝐶𝑗
𝑖 with 𝑊𝑖+1 Eq. (4) 

[26]. 

 

2.4 Parameter tuning 

 

To achieve optimal results, one practical step is to perform 

hyperparameter tuning. Hyperparameter tuning is the best 

approach for determining parameter settings by evaluating the 

performance of each model across various possible 

combinations. The Random Forest algorithm has many 

parameters that can be adjusted. The parameters used in the 

hyperparameter tuning process for the Random Forest method 

include.  

To achieve optimal results, one practical step is to perform 

hyperparameter tuning, which involves trying different 

parameter combinations to evaluate model performance. The 

Random Forest algorithm provides several parameters that can 

be adjusted during this tuning process. These include 

n_estimator, which refers to the number of trees in the model; 

max_depth, the maximum depth of each tree; Criterion, which 

determines the quality of a split; min_samples_leaf, 

representing the minimum number of samples required at a 

leaf node; and max_features, which defines how many features 

to consider when looking for the best split. 

 

2.5 Ensemble classification via Random Forest 

 

Random Forest is a supervised learning classification 

algorithm developed by Breiman in 2001 [32]. It is one of the 

algorithms that utilises ensemble techniques by applying 

bagging and random feature selection [50]. Ensemble learning 

is used to improve the performance of unstable classification 

problems by combining several base learners to reduce 

prediction errors. Random Forest builds models using a 

collection of multiple decision trees [31], as illustrated in 

Figure 1, where each tree provides a classification estimate 

(referred to as a vote). The final prediction is determined by 

aggregating the votes from all trees and selecting the most 

frequent classification, thereby producing an optimal and 

stable prediction [53]. 

 

 
 

Figure 1. Random Forest modelling 

 

In the Random Forest method, several processes can be 

described as follows: 

a) Bootstrapping 

This stage involves creating a subset by randomly sampling 

with replacement of size n from the dataset. 

b) Random feature selection 

In this stage, trees are built to their maximum size, and the 

splitting variable among the m predictor variables is selected 

randomly. The best splitter is then chosen based on these m 

predictors. Random Forest has several hyperparameters that 

must be manually tuned to improve system performance in this 

study. One such hyperparameter is the criterion, which 

measures the quality of each split. There are two available 

options for the criterion hyperparameter: gain and entropy. 

Gain uses impurity gain as the metric, while entropy measures 

quality based on information gain. The prediction for an 

observation is made by aggregating the results from k trees 

using a majority vote. In the process of constructing the 

decision tree, Random Forest selects features with the smallest 

Gini split to form the tree. Thus, not all features are used in a 

single tree. The feature with the smallest Gini index is chosen 

as the splitting feature. The steps for calculating the Gini index 

are provided in Eq. (5) [55]. 
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𝐺𝑖𝑛𝑖(𝑆) = 1 − ∑ (𝑃𝑖)2𝑚
𝑖=1   (5) 

 

The explanation of the formula above is as follows: 𝑆 

represents the total number of data samples, 𝑚  denotes the 

number of classes or data labels, and 𝑝𝑖  refers to the 

probability of class i, which is calculated by dividing the 

number of data in class i by the total number of data samples. 

Subsequently, the Gini Split is calculated using Eq. (6), as 

follows: 

 

𝐺𝑖𝑛𝑖𝑠𝑝𝑙𝑖𝑡(𝑆) =
|𝑆1|

|𝑆|
𝐺𝑖𝑛𝑖(𝑆1) +

|𝑆2|

|𝑆|
𝐺𝑖𝑛𝑖(𝑆2)  (6) 

 

The explanation of the formula above is as follows: 𝑆 refers 

to the dataset before the split, while 𝑆1 and 𝑆2 are the two data 

subsets after the split. 𝐺𝑖𝑛𝑖(𝑆) indicates the Gini Index value 

for the dataset S. The expression 
|𝑆1|

|𝑆|
 represents the proportion 

of samples in the subset 𝑆1  relative to the total number of 

samples in the set 𝑆 , and 
|𝑆2|

|𝑆|
 represents the proportion of 

samples in the subset 𝑆2 to the total samples in 𝑆. 

To obtain the prediction result from the Random Forest 

algorithm, the majority voting method is used across 

individual decision trees. In a Random Forest composed of N 

decision trees, this is described in Eq. (7). 

 

𝑙(𝑦) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑥(∑ 𝐼ℎ𝑛(𝑦)=𝑐
𝑁
𝑛=1 )  (7) 

In the formula, l is an indicator function, and hₙ represents 

the output of the n-th decision tree in the Random Forest model 

[31]. 

Random Forest has an internal mechanism that allows for 

an estimate of the general error, known as the out-of-bag 

(OOB) error. During the construction of decision trees, only 

about two-thirds of the original data from the bootstrap 

samples are used. At the same time, the remaining one-third is 

used to test the model’s performance using the trees built. 

The OOB error estimation is the average prediction error for 

each training case, computed using only the trees that did not 

include that case in their bootstrap sample. Once the Random 

Forest is entirely constructed, the entire training process will 

involve each tree, and a proximity matrix is calculated for each 

case based on how often pairs of cases end up in the same 

terminal node [31]. 

 

 

3. RESEARCH METHODOLOGY 

 

The research adopts the Cross-Industry Standard Process 

for Data Mining (CRISP-DM) methodology [56-58], which 

encompasses the research procedures, as illustrated in Figure 

2. 

 

 
 

Figure 2. Diagram of research development 

 

3.1 Research stages 

 

This research employs a structured approach to develop an 

Intelligent Spelling Correction Model based on tourism review 

data. The research stages are designed systematically and 

consist of several key phases: data collection, data preparation, 

learning process, and deployment. The complete flow of the 

research process is illustrated in Figure 2. 

 

3.1.1 Data collection 

The initial stage involves collecting tourism review data 

from various digital sources, such as travel websites, social 

media, and user review platforms. This data is typically 

unstructured and contains numerous spelling errors or 

informal word forms, which require cleaning and correction. 

 

3.1.2 Data preparation 

This stage is a crucial part of text data analysis and includes 

the following processes: 

a. Preprocessing: The goal of this step is to clean and 

normalise the text. 

b. Case Folding, converting all letters to lowercase for 

consistency. 

c. Cleaning, removing special characters, numbers, or 

irrelevant symbols. 

d. Tokenising, splitting sentences into word units (tokens). 
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e. Normalisation, standardising informal or nonstandard

words to their proper forms.

f. Filtering, removing stopwords or less meaningful words.

g. Stemming, reducing words to their root form using a

stemming algorithm.

(1) Word Correction, after preprocessing, an automatic

spelling correction process is applied using the Damerau-

Levenshtein Distance algorithm.  

The dictionary used for correction combines two sources: 1) 

a general Indonesian dictionary (KBBI) and 2) vocabulary 

extracted from the tourism review dataset, ensuring both 

linguistic accuracy and domain relevance. 

(2) Feature Extraction, to convert the text data into

numerical features suitable for classification, two feature 

extraction methods are applied: 

a. N-Gram, the model uses unigram and bigram features (n

= 1–2) to capture both individual words and short

contextual phrases.

b. TF-IDF (Term Frequency-Inverse Document 

Frequency), TF-IDF parameters were set with min_df = 

2, max_df = 0.9, and sublinear_tf = True to minimise 

noise from infrequent or overly common words. 

(3) Feature selection is performed using the Information

Gain method to choose the most relevant features for the target 

variable and reduce model complexity. 

(4) Data Balancing, to prevent bias toward the majority

class in the dataset, techniques such as random oversampling 

(adding more minority class samples) and random 

undersampling (reducing majority class samples) are applied 

to achieve a balanced class distribution. 

To enhance reproducibility, detailed implementation 

settings are described as follows. 

For the Damerau–Levenshtein Distance (DLD) algorithm, 

the spelling-correction dictionary was derived from the Kamus 

Besar Bahasa Indonesia (KBBI), the official Indonesian-

language dictionary, ensuring consistency with standard 

Indonesian word forms. 

The N-Gram tokenisation was configured to include both 

Bigram (n = 2) and Trigram (n = 3) combinations to capture 

contextual word dependencies in user-generated text. 

The TF-IDF vectorisation process employed the Scikit-

learn TfidfVectorizer with parameter ngram_range = (1,2), 

allowing the inclusion of both unigram and bigram features 

(and up to trigram features). The model was fitted and 

transformed on the preprocessed text column 

(comment_DLD), producing a sparse TF-IDF matrix where 

each row represents a comment and each column a word or 

phrase feature. The resulting feature matrix was then 

converted to a DataFrame, which served as input to the 

Random Forest Classifier during the learning phase. 

3.1.3 Learning process 

This is the core stage of machine learning and includes: 

a) Modelling with Random Forest Classifier, the

preprocessed and vectorised data is used to train a 

classification model using the Random Forest Classifier 

algorithm. This algorithm is chosen for its robustness in 

handling high-dimensional data and delivering stable 

predictions. 

b) Model performance was evaluated using standard

classification metrics, including accuracy, precision, recall, 

and F1-score, derived from the confusion matrix. Accuracy 

measures the proportion of correctly classified samples, 

precision quantifies the ratio of true positives among predicted 

positives, recall indicates the proportion of correctly identified 

positive instances, and the F1-score provides a harmonic mean 

between precision and recall to ensure balanced performance 

evaluation. 

All experiments were implemented using Python 3.10 with 

the Scikit-learn library on a Windows 11 environment 

equipped with 16 GB of RAM. This configuration ensures the 

reproducibility of the experimental setup and facilitates 

comparison with future studies. 

3.1.4 Deployment 

After successful training and evaluation, the resulting 

classification and correction process is implemented as an 

Intelligent Spelling Correction Model. This model can be 

deployed in text-based systems to automatically correct 

spelling errors, particularly in the context of tourism reviews. 

4. RESULTS AND DISCUSSION

4.1 Data collection 

This subsection describes the data collection process, 

including the scraping sources, dataset composition, and its 

relevance to the research objective. The data collection stage 

in this context refers to data scraping. Before gaining deeper 

insight into the data, it is essential first to gather the data itself. 

The scraping process was carried out using sources from social 

media platforms and travel platforms. A total of 1,634 review 

entries were successfully collected, comprising user-expressed 

opinions from each platform. This initial step is crucial, as it 

lays the foundation for data scraping. 

4.2 Research variables 

This section defines the independent and dependent 

variables used in the sentiment classification process and 

explains their transformation from textual to numerical 

features. 

In this study, there is one independent variable (X), namely 

the reviews or comments in the dataset, which influence or are 

used in the process of prediction and classification. This 

independent variable is further broken down into features 

based on terms (words) after the TF-IDF process is completed. 

As a result, the independent variable is no longer in the form 

of a review or comment column but becomes a set of features 

or terms. 

The dependent variable (Y) refers to the labels in the dataset, 

which serve as the predicted output or the analysis result. 

4.3 Strengths and weaknesses of the data 

Understanding the dataset’s strengths and limitations is 

essential to ensure reliable model training and fair evaluation 

of results. 

The advantage of the dataset used in this study is its 

diversity, which generates a large number of terms. This 

contributes to a more complex dataset with many features that 

can help the classification model, especially when using the 

Random Forest method. The complexity of the data improves 

the model’s classification performance. 

However, the dataset also has several weaknesses. It is 

imbalanced, meaning the number of instances per class is 

unequal. This requires data balancing to prevent the model 
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from becoming biased during training and to achieve good 

performance and accuracy. 

Additionally, the dataset has not been pre-processed, which 

is necessary to clean the data in accordance with sentiment 

analysis standards. The data is also not yet in binary form, so 

it must first be transformed into binary numerical form using 

TF-IDF and N-Gram tokenisation. 

 

4.4 Data labelling and text preprocessing 

 

The data labelling and preprocessing stages were designed 

to clean, normalise, and prepare the raw text reviews for 

subsequent machine learning modelling. 

The data labelling process was carried out by three 

annotators (students), and a linguistics expert validated the 

results. From this process, 966 data entries were labelled as 

positive sentiment and 668 as negative sentiment, for a total of 

1,634. 

Text preprocessing is a crucial step in text data processing, 

aiming to clean and structure raw data for analysis. This 

process helps remove irrelevant elements such as punctuation, 

informal words, and other noise, thereby improving data 

quality. The preprocessing steps performed in this study 

include Case Folding and Cleaning, Tokenising, 

Normalisation, Filtering, and Stemming. 

 

4.5 Balancing data and splitting data 

 

This subsection explains how data imbalance was handled 

using oversampling, undersampling, and SMOTE techniques 

to ensure balanced class representation during training. 

In the Data Understanding process, one of the study's 

shortcomings is data imbalance. Therefore, a method is needed 

to balance the data, namely by using Random Oversampling. 

Based on the implementation, the results are presented in 

Table 1. 

 

Table 1. Results of data balancing and data splitting 

 
Condition Positive Negative Total Data 

Before Balancing 966 668 1,634 

After Oversampling 966 966 1,932 

After Undersampling 668 668 1,336 

After SMOTE 966 966 1,932 

 

Based on Table 1, data balancing was applied to each 

dataset subset. The classification process was then carried out 

using the Random Forest Classifier on each balanced subset to 

identify which subset yielded the best performance. 

 

4.6 Modelling using random forest 

 

The modelling phase involved developing and testing the 

Random Forest classifier using different preprocessing and 

feature extraction configurations to determine the optimal 

combination for sentiment analysis. 

At this stage, a machine learning model is developed using 

the Random Forest algorithm. Random Forest is an ensemble 

learning-based method that combines multiple decision trees 

to improve prediction accuracy and reduce the risk of 

overfitting. 

Model evaluation was conducted using two test scenarios. 

The first scenario applied Random Forest with feature 

extraction using TF-IDF and N-Gram tokenisation (Bigram), 

followed by feature selection using Information Gain, and 

included spelling correction using the Damerau-Levenshtein 

Distance (DLD) method. 

In contrast, the second scenario used the Random Forest 

model without N-Gram tokenisation or Damerau-Levenshtein 

Distance spelling correction. In both scenarios, 

Hyperparameter Tuning using Grid Search was used to find 

the best-performing model. 

 

4.7 Testing scenario 

 

a) Scenario 1: Random Forest with DLD and N-Gram 

Scenario 1 evaluates the effect of integrating spelling 

correction (DLD) and contextual feature extraction (N-gram) 

on model accuracy compared with baseline configurations. 

In the first scenario, modelling was performed using the 

Random Forest classification algorithm, incorporating the 

Damerau-Levenshtein Distance (DLD) to correct misspellings 

and N-Gram tokenisation with n = 2 (Bigram). Feature 

selection was conducted using the Information Gain (IG) 

method, selecting features with values above a specific 

threshold, to ensure relevance while avoiding excessive 

features. The thresholds used were 0.0002, 0.0004, 0.0006, 

and 0.0008. 

Data balancing was applied using three methods: Random 

Oversampling, Undersampling, and SMOTE. These methods 

were used to evaluate which balancing technique yielded the 

best results with the model. 
 

Table 2. Best parameters for testing scenario 1 (Random oversampling) 
 

Parameter Default Parameter Grid 
Best Parameter Information Gain 

0.0008 0.0006 0.0004 0.0002 

n_estimators 100 [100, 110, 145] 110 100 145 145 

max_depth None [None, 45, 60, 80] None 60 80 

min_samples_split 2 [2, 5, 10] 5 2 

min_samples_leaf 1 [1, 5, 10] 1 

class_weight None [None, ‘balanced’] balanced None 

 

Table 3. Best parameters for testing scenario 1 (Random undersampling) 
 

Parameter Default Parameter Grid 
Best Parameter Information Gain 

0.0008 0.0006 0.0004 0.0002 

n_estimators 100 [100, 110, 145] 100 145 110 

max_depth None [None, 45, 60, 80] None 45 None 45 

min_samples_split 2 [2, 5, 10] 2 10 

min_samples_leaf 1 [1, 5, 10] 1 

class_weight None [None, ‘balanced’] balanced 
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Table 4. Shows the best parameters for testing scenario 1 (SMOTE) 

 

Parameter Default Parameter Grid 
Best Parameter Information Gain 

0.0008 0.0006 0.0004 0.0002 

n_estimators 100 [100, 110, 145] 100 145 100 

max_depth None [None, 45, 60, 80] None 60 80 

min_samples_split 2 [2, 5, 10] 10 2 

min_samples_leaf 1 [1, 5, 10] 1 

class_weight None [None, ‘balanced’] balanced None balanced 

 

Table 5. Evaluation matrix results of test scenario 1 (Random oversampling) 

 
Balancing Method Threshold (Accuracy) Total Features (IG) Class Precision Recall F1-Score 

Random Oversampling 

0.0008 (89.69%) 1213 
Positive 91% 87% 89% 

Negative 88% 92% 90% 

0.0006 (90.21%) 5720 
Positive 89% 90% 90% 

Negative 91% 90% 90% 

0.0004 (88.66%) 9963 
Positive 90% 86% 88% 

Negative 88% 91% 89% 

0.0002 (87.63%) 10116 
Positive 91% 83% 87% 

Negative 85% 92% 88% 

Random Undersampling 

0.0008 (80.60%) 1213 
Positive 80% 80% 80% 

Negative 81% 81% 81% 

0.0006 (81.34%) 5720 
Positive 79% 83% 81% 

Negative 84% 80% 82% 

0.0004 (82.09%) 9963 
Positive 82% 80% 81% 

Negative 82% 84% 83% 

0.0002 (82.84%) 10116 
Positive 85% 78% 81% 

Negative 81% 87% 84% 

SMOTE 

0.0008 (84.54%) 1213 
Positive 88% 79% 84% 

Negative 82% 90% 86% 

0.0006 (84.02%) 5720 
Positive 81% 87% 84% 

Negative 87% 81% 84% 

0.0004 (83.51%) 9963 
Positive 89% 76% 82% 

Negative 80% 91% 85% 

0.0002 (84.02%) 10116 
Positive 90% 76% 82% 

Negative 80% 92% 86% 

 

Hyperparameter Tuning was also performed using 

GridSearchCV to determine the best-performing and most 

optimal model configuration. The parameters used in this 

tuning process included: n_estimators, max_depth, 

min_samples_split, min_samples_leaf, and class_weight. 

As a result, the best parameters for each data-balancing 

subset were determined for model training and testing. The 

differences between the three tables are based on the highest 

accuracy achieved or the one closest to optimal performance. 

The best parameters for each balanced dataset subset are 

shown in Table 2. 

Table 2 presents the best parameters obtained from the 

Random Oversampling balanced data subset. The best 

parameters for each defined threshold are also included in this 

table. Therefore, the optimal model performance can be 

achieved using the identified best parameters. 

Table 3 presents the best parameters and optimal model 

performance for each threshold used in the first testing 

scenario within the Random Undersampling balanced data 

subset. 

Table 4 presents the best parameters obtained using the 

SMOTE balanced data subset. From the best parameters 

identified across the three data balancing methods, it is evident 

that each threshold within each balanced dataset subset yields 

different optimal parameters, with varying levels of accuracy. 

Meanwhile, the results obtained from the testing scenarios are 

presented in Table 5. 

Based on the test results presented in Table 5, the use of the 

Damerau-Levenshtein Distance (DLD) and N-Gram has been 

shown to improve the performance of the Random Forest 

Classifier model. DLD assists in spelling correction, enabling 

similar words to still be recognised as the same entity. The 

impact of this method is evident from the best accuracy of 

90.21% at an Information Gain threshold of 0.0006 using the 

Random Oversampling data-balancing subset. With a total of 

5,720 features, the model captures data patterns more 

effectively without overfitting. 

Feature selection using Information Gain (IG) aims to 

choose the most relevant features for the model. The smaller 

the threshold, the more features are included in the 

classification process. However, the results indicate that 

increasing the number of features does not always directly 

correlate with better model accuracy. At a threshold of 0.0008, 

the model used only 1,213 features but still achieved an 

accuracy of 89.69%. Meanwhile, at a threshold of 0.0002, the 

number of features drastically increased to 10,116, yet the 

accuracy dropped to 87.63%. This indicates that too many 

features can lead to overfitting, where the model overly adapts 

to the training data and performs suboptimally on test data. 

Therefore, the best threshold in this scenario is 0.0006, as it 

provides a balance between a sufficient number of features and 

maximum accuracy. 

Additionally, Hyperparameter Tuning was conducted using 

GridSearchCV to optimise model performance. The best 

parameters obtained were: ‘n_estimators = 100’, ‘max_depth 

= 60’, ‘min_samples_split = 2’, ‘min_samples_leaf = 1’, and 

‘class_weight = ‘balanced’’. Although this tuning improved 

the model’s stability, its impact on accuracy was relatively 
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small compared to selecting the optimal IG threshold. Overall, 

the model using DLD and N-Gram with an IG threshold of 

0.0006 achieved the best performance, with 90.21% accuracy 

and balanced precision, recall, and F1-score across all 

sentiment classes. 

These results suggest that using DLD and N-Gram is 

efficacious in improving feature quality. However, there is still 

an 8.62% margin of error, as DLD sometimes misclassifies 

correctly spelt words. Moreover, appropriate feature selection 

remains necessary to prevent overfitting due to the large 

number of features or words generated by N-Gram with n=2 

(Bigram). 

Figure 3 illustrates the performance graph resulting from 

Scenario 1 testing. It shows that using the Damerau-

Levenshtein Distance (DLD) and N-Gram with various 

Information Gain (IG) thresholds yields optimal 

improvements in accuracy. DLD effectively corrects misspelt 

words into proper spellings, while N-Gram tokenisation with 

n=2 (bigrams) generates a large variety of features. Therefore, 

combining this with feature selection based on Information 

Gain provides excellent synergy. This is because, as the 

number of features increases and the model becomes more 

complex, excessive or insufficient features can lead to 

overfitting or underfitting. Thus, proper feature selection is 

crucial to prevent such issues. 

 

 
 

Figure 3. Performance chart of random forest with DLD and N-Gram 

 

These results demonstrate that DLD significantly improves 

the correction of misspelt words, thereby enhancing 

classification accuracy. Additionally, the use of bigram N-

Gram contributes to a more diverse and abundant set of 

features, increasing data complexity. Filtering these features 

using IG selection is an effective strategy to mitigate 

overfitting and underfitting, while also improving overall 

classification performance. 

b) Scenario 2: Random Forest without DLD and N-Gram 

Scenario 2 serves as a baseline experiment, where the 

Random Forest classifier is trained without applying spelling 

correction or N-Gram tokenisation, enabling direct 

performance comparison with Scenario 1. 

The second testing scenario was conducted using the 

Random Forest classification algorithm without applying 

Damerau-Levenshtein Distance (DLD) and N-Gram 

tokenisation. However, the Information Gain feature selection 

method was still used to select features with values above the 

relevance threshold, ensuring the number of features was not 

excessive. The thresholds used were 0.0002, 0.0004, 0.0006, 

and 0.0008. Data balancing was performed using three 

methods: Random Oversampling, Undersampling, and 

SMOTE. These three techniques were applied to determine 

which data-balancing method yielded the optimal model. 

Hyperparameter tuning was performed using 

GridSearchCV was applied to obtain the best-performing 

model. The same parameters were used as in the first scenario. 

Consequently, the best parameters for each balanced data 

subset were determined for the model training and testing. The 

differences between the three resulting tables are based on the 

highest or most optimal accuracy achieved. 

The implementation of hyperparameter tuning was 

performed using GridSearchCV achieved the best 

performance. The final optimal test results from the best 

parameter combinations yielded different best parameters and 

accuracies for each threshold. The results showed a total of 

2,298 features—fewer than in the first scenario Table 6. 

In this scenario, as shown in Table 6, the Random Forest 

Classifier model was tested without using the Damerau-

Levenshtein Distance (DLD) or N-Gram features, so the text 

was processed as individual words (unigrams) without 

spelling correction or sequential context understanding. The 
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optimal accuracy was achieved with data balancing using 

Random Oversampling, reaching 89.69%. These results 

indicate that the model’s performance is slightly lower than in 

the DLD and N-Gram scenario, although still quite good, with 

the highest accuracy reaching 89.69% at an Information Gain 

threshold of 0.0002 on the Random Over Sampling data-

balancing subset. 

Without DLD, the model does not benefit from spelling 

error correction, meaning that words with slightly different 

spellings are treated as distinct features. This can reduce 

modelling effectiveness, as similar actual information cannot 

be generalised effectively. Additionally, without N-Gram, the 

model cannot account for word order, so relationships within 

a phrase are not well captured, which affects the model’s 

performance in understanding the text context for each label. 

Feature selection using Information Gain (IG) was 

performed to choose the most relevant features for sentiment 

classification. As seen in Table 6, the lower the IG threshold, 

the more features are selected. With a threshold of 0.0008, the 

model used only 578 features and still achieved 88.14% 

accuracy on the optimal data-balancing subset, namely 

Random Oversampling. When the threshold was lowered to 

0.0006, the number of features increased to 1,277, but the 

accuracy remained at 88.14%, indicating that adding more 

features does not continually improve performance. A 

threshold of 0.0004 showed an increase in accuracy to 89.18% 

with 1,845 features, and a threshold of 0.0002 peaked at 

89.69% with 1,965 features. Although the 0.0002 threshold 

resulted in the highest accuracy, the difference from the 0.0004 

threshold was only 0.51% as the number of features increased. 

This suggests that although more features were included, the 

impact on accuracy improvement was not very significant, 

making the 0.0004 threshold more optimal in terms of feature 

efficiency. 

To improve model performance, Hyperparameter Tuning 

was performed using GridSearchCV, aiming to find the best 

parameter combination. The optimal parameters obtained 

included ‘n_estimators = 145’, ‘max_depth = None’, 

‘min_samples_split = 5’, and ‘min_samples_leaf = 1’. These 

tuning results helped the model remain stable by avoiding 

overfitting, even with an increased number of features. 

 

Table 6. Evaluation matrix results of testing scenario 2 

 
Balancing Method Threshold (Accuracy) Total Features (IG) Class Precision Recall F1-Score 

Random Over-Sampling 

0.0008 (88.14%) 578 
Positive 90% 85% 87% 

Negative 87% 91% 89% 

0.0006 (88.14%) 1277 
Positive 87% 89% 88% 

Negative 90% 87% 88% 

0.0004 (89.18%) 1845 
Positive 92% 85% 88% 

Negative 87% 93% 90% 

0.0002 (89.69%) 1965 
Positive 90% 88% 89% 

Negative 89% 91% 90% 

Random Under-Sampling 

0.0008 (83.58%) 578 
Positive 84% 81% 83% 

Negative 83% 86% 85% 

0.0006 (82.09%) 1277 
Positive 76% 91% 83% 

Negative 90% 74% 81% 

0.0004 (84.33%) 1845 
Positive 85% 81% 83% 

Negative 84% 87% 85% 

0.0002 (82.09%) 1965 
Positive 81% 81% 81% 

Negative 83% 83% 83% 

SMOTE 

0.0008 (85.57%) 578 
Positive 89% 80% 84% 

Negative 83% 91% 87% 

0.0006 (85.57%) 1277 
Positive 88% 81% 84% 

Negative 83% 90% 87% 

0.0004 (84.02%) 1845 
Positive 86% 80% 83% 

Negative 82% 88% 85% 

0.0002 (84.02%) 1965 
Positive 86% 80% 83% 

Negative 82% 88% 85% 

 

 
 

Figure 4. Performance graph of the random forest model without Damerau-Levenshtein Distance and N-Gram 
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Overall, the model without DLD and N-Gram still achieves 

good performance, with a maximum accuracy of 89.69% at an 

IG threshold of 0.0002 on the optimal data-balancing subset 

(Random Over Sampling). However, compared to the DLD 

and N-Gram scenario, the accuracy tends to be slightly lower, 

indicating that spelling correction and contextual word 

understanding contribute to improving model performance. 

Without DLD and N-Gram, the model relies more heavily on 

appropriate feature selection to achieve accurate classification. 

Overall, the model performs well, with more correct 

predictions than errors. Figure 4 illustrates the training and 

testing results when DLD and N-Gram are not used, with the 

same parameters and IG threshold. 

Based on Figure 4, this is a graph from Scenario 2 testing. 

It indicates that when using only the Random Forest model 

without Damerau-Levenshtein Distance (DLD) and N-Gram, 

with various Information Gain (IG) threshold values, the 

accuracy still improves optimally across the different data 

balancing subsets used. The absence of DLD significantly 

affects performance because misspelt words retain their 

original weights, negatively impacting the classification 

process. Meanwhile, the lack of N-Gram also affects 

performance as the features remain limited and do not increase 

data complexity. As a result, word combinations are treated 

individually (unigrams), making it more difficult for the model 

to understand and predict the correct classes. 

Feature selection in this test appears to be slightly less 

effective, as each threshold produces a similar number of 

features and relatively close accuracy scores. This contrasts 

with feature selection using tokenised N-Gram data, which 

shows more notable differences. However, despite these 

limitations, the model’s performance in this scenario is still 

relatively good compared to Scenario 1, though there is a slight 

decrease in accuracy of 0.52%. 

c) Scenario 3: Comparison of data balancing methods 

To assess the influence of data balancing on model stability, 

this section compares the results obtained using Random 

Oversampling, Random Undersampling, and SMOTE 

techniques across both experimental scenarios. 

Based on the tests conducted in Scenarios 1 and 2, a 

comparison of the data-balancing techniques used was 

performed. Data balancing was applied using three methods: 

Random Oversampling, Random Undersampling, and 

SMOTE. Each of these balancing techniques was 

implemented in both Scenario 1 and Scenario 2, allowing for 

the identification of the most optimal accuracy results for each 

technique in both scenarios. The optimal accuracy results for 

each data-balancing method in Scenarios 1 and 2 are shown in 

the graph. 

 

 
 

Figure 5. Performance comparison of data balancing techniques across scenarios 

 

The graph in Figure 5 above compares the model’s accuracy 

across two scenarios: with and without the use of Damerau-

Levenshtein Distance (DLD) and N-Gram. Each scenario was 

tested using three data balancing techniques: Random 

Undersampling, Random Oversampling, and SMOTE. The 

results show that Random Oversampling achieved the highest 

accuracy in both scenarios, reaching 90.2% with DLD and N-

Gram and 89.7% without them. SMOTE performed worse 

than Random Oversampling, with an accuracy of 84.5% with 

DLD and N-Gram and 85.6% without them. Meanwhile, 

Random Undersampling yielded the lowest accuracy, at 82.8% 

in the scenario with DLD and N-Gram, and 84.3% in the 

scenario without them. Overall, the use of DLD and N-Gram 

provided a slight improvement in accuracy when paired with 

Random Oversampling, but had minimal impact when used 

with SMOTE and Random Undersampling. Therefore, the 

combination of Random Oversampling with DLD and N-

Gram is considered the most effective approach. 

d) Evaluation of results 

This subsection synthesises findings from all experimental 

scenarios and discusses the implications of spelling correction, 

feature selection, and data balancing on overall model 

performance. 

Based on evaluations of two testing scenarios using the 

Random Forest model, it can be concluded that the use of the 

Damerau-Levenshtein Distance (DLD) and N-Gram features 

significantly improved sentiment classification effectiveness. 

In the first scenario, the combination of DLD and N-Gram 

increased accuracy to 90.21% at an Information Gain 

threshold of 0.0006, with the most optimal result obtained with 

the Random Oversampling balancing method compared to 

other balancing techniques. This demonstrates that spelling 
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correction and sequential word processing help the model 

capture textual patterns more effectively. Furthermore, the use 

of feature selection based on Information Gain proved 

essential for balancing the number of features and avoiding 

overfitting. 

Meanwhile, in the second scenario—where DLD and N-

Gram were not applied—the model experienced a 

performance decline, with a maximum accuracy of 89.69% at 

an Information Gain threshold of 0.0002, again using Random 

Oversampling as the optimal balancing technique. Without 

DLD, words with different spellings could not be recognised 

as the same entity, leading the model to lose important 

information during classification. Additionally, the absence of 

N-Gram meant that inter-word context was not taken into 

account, limiting the model’s understanding of textual 

structure. 

From these two scenarios, it can be concluded that the best 

approach to improving sentiment classification accuracy is to 

combine spelling correction (DLD), N-Gram tokenisation, and 

proper feature selection using Information Gain to balance the 

number of features and prevent overfitting. Moreover, 

choosing the appropriate data balancing method and 

Information Gain threshold significantly affects the balance 

between feature count and class distribution, as well as overall 

model accuracy. 

The use of Hyperparameter Tuning with GridSearchCV 

helped identify optimal parameter combinations. However, its 

impact on accuracy was not as significant as the choice of text 

preprocessing and feature selection methods. Thus, the 

combination of DLD and N-Gram, along with proper data 

balancing and Information Gain threshold selection, forms an 

effective strategy for enhancing sentiment classification 

accuracy.  

The Random Oversampling method achieved the highest 

accuracy because it effectively balanced the distribution 

between positive and negative sentiment classes, thereby 

reducing model bias. By ensuring equal representation of both 

classes, the Random Forest model learned more diverse and 

representative textual patterns. 

The DLD algorithm corrected several types of misspellings 

that often appeared in user-generated text, including 

transpositions (e.g., bagus → bgaus), insertions (tidak → 

tidakk), and deletions (puas → pas). Correcting these word-

level errors improved token alignment in the feature space, 

enabling semantically similar words to be effectively grouped 

in the N-Gram model. 

In the N-Gram representation, bigrams such as pantai 

indah”, “tempat kotor”, “ombak tenang”, and “pemandangan 

bagus” were found to be the most influential in distinguishing 

sentiment polarity, as they captured contextual meaning that 

single words (unigrams) could not. 

An error analysis was also conducted to identify 

misclassified samples. The model tended to misclassify 

ambiguous or mixed-sentiment reviews, such as 

“pemandangannya indah tapi akses jalannya rusak” or 

“pantainya bagus, tapi terlalu ramai”. These sentences 

contain both positive and negative expressions, creating 

ambiguity in classification. In addition, reviews containing 

sarcastic language or local Madurese expressions occasionally 

led to incorrect sentiment predictions, since the model could 

not yet fully capture cultural or regional nuances. 

These findings indicate that while the current DLD, N-

Gram and Random Forest approach performs effectively, 

incorporating contextual embeddings or semantic models (e.g., 

BERT or word2vec) in future studies could help address 

limitations in understanding nuanced language.  

The performance comparison is shown in Figure 6. The 

chart in Figure 6 shows that the first scenario, which 

incorporates DLD and N-Gram, consistently achieves higher 

accuracy than the second scenario, which does not utilise these 

methods. Although the accuracy difference is not significant, 

it indicates that more advanced text preprocessing techniques 

can help improve classification accuracy. 

The main contribution of this work lies in the integration of 

DLD-based intelligent spelling correction with contextual N-

Gram representation and Random Forest classification for 

Indonesian tourism sentiment analysis. Unlike prior studies 

that address each component separately, this research 

empirically validates the combined impact on noisy, user-

generated datasets. 

 

 
 

Figure 6. Comparison chart of accuracy results across evaluation scenarios 

5. CONCLUSIONS 

 

This study presents an intelligent spelling correction model 

based on the Damerau-Levenshtein Distance (DLD) and N-

Gram tokenisation, combined with the Random Forest 
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Classifier, to enhance the sentiment analysis of tourism 

reviews for Madura beach. Our results demonstrate that 

integrating spelling correction techniques and advanced 

feature extraction improves model accuracy, achieving a peak 

of 90.21% accuracy. The use of Information Gain for feature 

selection and Random Oversampling for balancing the class 

distribution further optimised performance, particularly in 

handling imbalanced datasets, a common challenge in 

sentiment analysis tasks. 

The significant improvement in accuracy underscores the 

importance of preprocessing steps, such as spelling correction 

and context-based feature extraction, for achieving more 

reliable sentiment classification. Moreover, the DLD proved 

highly effective at addressing common spelling errors in 

reviews, thereby directly impacting the quality of sentiment 

analysis. The use of N-Gram tokenisation helped capture word 

order and context, which are essential for understanding 

sentiment nuances, especially in informal, user-generated 

content such as tourism reviews. 

However, several limitations should be acknowledged. 

While the DLD algorithm effectively corrects standard error 

types such as transpositions, deletions, and insertions, it still 

struggles with context-dependent errors (e.g., homonyms like 

“panta” vs. “pantai”) and semantic inconsistencies, where a 

word is correctly spelt but used in the wrong context. 

Additionally, compound words and highly informal 

expressions (e.g., “bgt,” “beneran,” “mantapp”) remain 

challenging because they deviate from standard Indonesian 

lexical forms. 

For future work, the model can be enhanced by integrating 

contextual embedding-based architectures, such as BERT, 

word2vec, or Transformer-based spell correction models, 

which can capture both syntactic and semantic relationships 

among words. Incorporating these deep learning techniques 

could improve the system’s ability to handle informal, 

ambiguous, and context-sensitive language more effectively. 

These enhancements would allow the model not only to 

detect surface-level spelling errors but also to understand 

contextual nuances, resulting in more accurate and robust 

sentiment analysis on user-generated tourism reviews. 
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