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Various governance work steps need to be implemented continuously and harmoniously in
higher education institutions so that academic quality can be maintained, regulatory
standards can be met, accountability can be improved, and efficiency and alignment of
organizational processes can be realized such as BAN-PT, ISO 9001:2015, and COBIT
2019. Although each framework has different characteristics and values, their simultaneous
implementation often results in overlapping indicators, creates operational inefficiencies,
and results in inconsistent maturity assessments. Although each framework has distinct
characteristics and values, their simultaneous application often results in overlapping
indicators, operational inefficiencies, and inconsistent maturity assessments. To address
these challenges, this study develops an integrated approach that integrates framework
harmonization processes, data-driven feature selection, and clustering techniques to
produce a more accurate, efficient, and easily interpretable maturity assessment. This
integration is designed to improve accuracy, efficiency, and interpretability in the
preparation of governance maturity profiles. By utilizing a dataset consisting of 28
harmonized indicators collected from 15 academic units, we benchmarked three feature
selection methods: Correlation-Based Feature Selection (CFS), Principal Component
Analysis (PCA), and Information Gain (IG). The clustering algorithms (K-Means and
DBSCAN). Validation using internal metrics (Silhouette = 0.62, DBI = 0.41, CHI = 342.5)
indicates that the combination of CFS and K-Means yields the most valid and interpretable
clusters, while retaining the semantic integrity of the original organizational structure unlike
PCA, which produces abstract components. This approach facilitates the creation of
actionable maturity profiles, benchmarking, and decision support in higher education
administration.

1. INTRODUCTION

conducted across 15 academic units at a university in
Indonesia, resulting in a methodological design that is rooted

Recently, using data has become more common and is
helping make better decisions and evaluate performance in
higher education institutions [1, 2]. The increase in digital
records, quality reports, and accreditation data has opened up
new chances to use machine learning and statistical tools to
study how well institutions are managed and how mature their
operations are [2, 3]. Even though this potential is growing,
the data used for governance in higher education often has
problems like repeated meanings, overlapping information,
and many different aspects [1, 4, 5]. These issues get worse
when the indicators come from different frameworks such as
BAN-PT (national accreditation), ISO 9001:2015 (quality
management), and COBIT 2019 (IT governance). These
frameworks use different terms and ideas but sometimes cover
similar topics [6-9].

This research focuses on higher education, a context where
the existence of multiple, overlapping governance frameworks
often poses substantial challenges. Empirical analysis was
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in the local context but still has the potential to be adapted to
other accreditation-oriented higher education environments.
As a result, directly combining these frameworks often
causes information to overlap, creates uneven importance for
different factors, and makes analysis less efficient [2, 4, 5]. If
we don’t reduce the number of similar or unnecessary features,
it can hide important patterns and make the results harder to
understand. This is especially important in governance
analytics, where being clear and accountable really matters [3,
4, 10, 11]. In the world of machine learning, two common
ways to tackle these problems are feature selection and
clustering [5, 10, 12, 13]. Feature selection helps pick out the
most useful indicators and removes the ones that don’t add
value, while clustering groups together institutions or
academic units that are similar based on these chosen
indicators [2, 4, 5, 10, 14]. However, using both methods
together to profile governance maturity hasn’t been studied
much. Most research looks at these techniques separately,
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using either feature selection or clustering on their own,
without really exploring how combining them might improve
the quality of the groups, make the results easier to understand,
or help with decision-making [2, 11, 13, 14].

Recent studies have used Correlation-Based Feature
Selection (CFS) and K-Means clustering separately in
different educational and organizational settings [2, 15-18].
These studies show that both methods can help make analysis
more efficient, but very few have looked at which combination
of steps actually creates the most accurate and easy-to-
understand groups for governance data in institutions [17, 19-
21]. This is an important gap because governance indicators
aren’t just numbers—they have meanings and context that
need to stay clear for people making decisions, like
accreditation boards and university leaders [22]. Also, most
previous research rarely compares CFS with other ways to
pick features, such as Principal Component Analysis (PCA),
which reduces the number of variables by combining them but
can make the results harder to interpret, or Information Gain
(IG), which ranks features by how much information they add
but might miss when features are too similar [6, 7, 23-25].
These challenges are even more obvious in studies with small
datasets and lots of overlapping information, which is common
in higher education governance research. In these cases, it’s
especially important to keep things simple and easy to
understand. That’s why this research aims to fill both the
technical and practical gaps by introducing a combined
approach that uses both feature selection and clustering to
better profile the maturity of higher education institutions.

2. RESEARCH METHODOLOGY

The study proceeds in four main stages: (1) harmonization
28 of indicators derived from BAN-PT, ISO 9001:2015, and
COBIT 2019 into a unified governance dataset; (2)
benchmarking of three feature selection approaches—
Correlation-Based Feature Selection (CFS), Principal
Component Analysis (PCA), and Information Gain (IG)—to
identify the most efficient and interpretable feature subset; (3)
comparative evaluation of clustering algorithms (K-Means
and DBSCAN) to determine the optimal grouping mechanism
for governance maturity levels; and (4) validation of the
proposed pipeline through internal clustering metrics, namely
the Silhouette Coefficient, Davies—Bouldin Index (DBI), and
Calinski—Harabasz Index (CHI). We used Python 3.9 and
scikit-learn v1.3 to run all of the experiments. The main goal
of this work is to find the optimum combination of feature
selection and clustering techniques for small, high-correlation
governance datasets that balances dimensionality reduction,
validity, and interpretability. This work provides an analytical
model that can identify performance clusters, measure
governance maturity, and facilitate targeted quality
improvement, with practical implications for leaders in higher
education and accreditation organizations, in addition to
methodological contributions.

2.1 Dataset and research scope

This study's dataset includes 28 numerical indicators that
were created by cross-mapping three main governance and
quality assurance frameworks: BAN-PT, ISO 9001:2015, and
COBIT 2019. To make sure that discrepancies between
frameworks were the same, the grading was put on a scale
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from O to 1. Aiken's V analysis showed that all indicators had
a coefficient of V > 0.65, which means that experts agreed on
the content validity.

The dataset that came out of this had 15 samples (academic
units) and 28 attributes (governance indicators). Correlation
analysis showed that the mean inter-feature correlation was
strong (r = 0.68), which means that the indicators were very
similar to each other. This finding validated the utilization of
feature selection methodologies to decrease dimensionality,
mitigate redundancy, and improve model interpretability prior
to the clustering procedure.

2.2 Harmonization process

A number of recent studies have underscored the
significance of aligning various standards, frameworks, and
assessment tools in higher education and corporate
governance. For example, Trisnawati and M. Rosiawan
carried out a cross-mapping study to merge ISO 21001 with
the criteria of the Indonesian National Accreditation Board
(BAN-PT), illustrating the wviability of synchronizing
international education management standards with national
quality assurance frameworks [9]. Umam and Rahman also
looked at ways to combine ISO 9001:2015 with ISO
21001:2018 at a State Islamic University. They showed how
aligning overlapping criteria might cut down on duplication
and make the institution more ready for audits [26].

Harmonization was performed to align overlapping
constructs across frameworks [26, 27]. The integrated matrix
was derived by applying a cross-mapping approach between
indicators of BAN-PT, ISO 9001:2015, and COBIT 2019.
Each academic units was then evaluated across all 28
harmonized Indicators, producing a consolidated dataset.
Mathematically, the harmonization matrix can be expressed
as:

H_ij=f(B_iji,I_ij,C_ij). (1)
where, Hij: denotes the harmonized score of Indicator j for
academic units i, Bij the BAN-PT component, Iij the ISO
9001:2015 component, and Cij the COBIT 2019 component.

2.3 Feature selection techniques

CFS is based on the correlation that selects a subset of
attributes that are highly correlated with the target class while
ensuring low inter-feature correlation [5, 10, 11, 14, 28]. The
CFS aims to maximize the predictive relevance with assured
interpretability, and hence it is aptly suitable for governance
indicators with conceptual dependencies [5, 10, 11, 14, 28].

The mathematical formulation of the CFS merit function
can be expressed as:

k.,

ﬂ/k+k(k—1)rf_f

M, )

where:
T¢r = mean feature — class correlation
77y = mean feature — feature correlation
k = number of features subset

The higher the merit score, the better the balance between
predictive ability and low redundancy. Low contributors and



highly redundant Indicators were removed to retain only the
most important Indicators for clustering.
Principal Component Analysis, on the other hand, is a linear
dimensionality reduction method that transforms a set of
interdependent variables into a small orthogonal set of
components [23-25, 29]. The selection criteria were designed
to maintain 95% of the overall variance, indicating minimal
information loss while eliminating redundancy. But because
PCA changes the original variables into abstract parts, it could
be hard to understand what they mean.

However, as PCA transforms the original variables into
abstract components, interpretability may be compromised.
However, the transformation produced abstract latent
Indicators that are linear combinations of multiple governance
indicators, such as:

PC =wx +wyx, +...+w,x, 3)
where, w, are component loadings and x, are original features.

Information Gain (IG), was applied to evaluate the
contribution of each indicator to the clustering structure,
measured by its mutual information with cluster labels
estimated through preliminary K-Means initialization. IG
evaluates characteristics based on how relevant they are,
putting the ones that are most useful for dividing governance
maturity levels at the front. IG measures how well each feature
can tell the difference between things by looking at the mutual
information with the cluster structure. This is done by:

D,
uEntropy (DV )

1G(D, A) = Entropy(D) — DI

>

veValues(A)

“4)

where, D, is the subset of samples where feature 4 takes value.

These three methods were benchmarked to assess trade-offs
among dimensionality reduction, cluster validity, and
interpretability, enabling a data-driven selection of the optimal
feature extraction approach.

2.4 Clustering algorithm

Following feature reduction, two clustering algorithms were
compared. Cluster validation is indeed an indispensable step
for clustering reliability, since it enables the evaluation of how
well the partitioning structure expresses meaningful
separations within a data set. K-Means clustering was used to
minimize intra-cluster variance, while the number of clusters
used, k = 4, was determined by the elbow method. This is
complemented by using DBSCAN, a density-based clustering
technique, with parameters ¢ = 0.5 and minPts = 2 to
understand its capabilities in detecting the presence of
arbitrary-shaped clusters and outliers. The comparative use of
K-Means and DBSCAN gives robustness in evaluating the
performance under both centroid-based and density-based
paradigms [3, 5, 22, 30-33].

The K-Means clustering algorithm groups data points into
kk clusters by minimizing intra-cluster variance for all the
selected features.

k
mins3 35, -l

i=l x;eSi

)

where:
k = number of clusters;
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S; = the set of data points assigned to the i cluster;

x; = the j data point;

u; = the centroid of the i cluster;

llx; — p;||* = the squared Euclidean distance between the
data point and the centroid.

2.5 Cluster validation

These three approaches were compared to find the best one
for feature extraction based on trade-offs between
dimensionality reduction, cluster validity, and interpretability.
The three well-known indices used in this study are the
Silhouette Coefficient, the Davies-Bouldin Index (DBI), and
the Calinski-Harabasz Index [15, 18, 20, 22, 30, 31, 34, 35].
The Silhouette Coefficient is a way to quantify how well a
cluster holds together. It does this by comparing the
similarities inside one cluster to the differences between two
clusters. The more well-defined and coherent the clusters are,
the better the silhouette score. Recently, this strategy has been
used by majority of the literature as a good sign of cluster
quality. The Silhouette Coefficient is used to group together
high-dimensional health data, and it is a good way to measure
how close and far apart clusters are:

S(@) = (b)) —a(@)) / max{a(i), b(D)} (6)

The higher the silhouette score, the more well-defined and
cohesive the clusters are. Recent literature has largely
followed this method as a strong indicator of cluster quality.
Silhouette Coefficient in clustering high-dimensional health
data, confirming that it is reliable for determining cluster.

The Davies—Bouldin Index is a measure of the average
similarity of every cluster with its most similar one. A lower
value indicates better clustering performance.

DBI =(1/ )i =1tok)((o_i+o_j)/d(c_i,c_j)) ;
max(j # —i) )
The Calinski—-Harabasz Index follows the idea of the ratio

of between-cluster dispersion to within-cluster dispersion. Its

higher value specifies that clusters are more distinct and well-
separated.

CHI =(Tr(B_k)/Tr(W _k)) (N-K)/ (k=) (8

These three indices work together to validate clustering
quality by focusing on different parts of it: compactness,
separability, and dispersion ratio. This makes them a complete
validation technique [20, 23, 33, 36]. In contemporary
clustering research, these metrics work well together and
follow best practices. This makes sure that the methods are
sound and the results are easy to understand.

3. RESULT AND DISCUSSION
3.1 Harmonization process

Mapping of indicators was carried out for twenty-eight
indicators derived from COBIT 2019, BAN-PT accreditation

criteria, and ISO 9001:2015 clauses. Indicators F1-F10
represent COBIT 2019 design indicators, F11-F19 come from



BAN-PT standards, and F20-F28 reflect ISO 9001:2015
quality management clauses. Each indicator was aligned with
the most equivalent constructs across the three frameworks to
ensure conceptual alignment and operational consistency.
For example, F1 (Alignment Goals) from COBIT 2019
corresponds to Criterion 1 (Vision, Mission, and Strategy) in
BAN-PT and Clause 4 (Context of the Organization) in ISO
9001:2015. This alignment shows that COBIT’s requirement
for strategic alignment between IT and business is reinforced
by institutional vision and contextual analysis in BAN-PT and
ISO. Similarly, F3 (Risk Profile) in COBIT aligns with
Criterion 6 (Education) in BAN-PT—which includes
academic risk elements—and Clause 6 (Planning) in ISO
9001, which focuses on risk and opportunity management. The
mapping also highlights complementary coverage: COBIT
focuses on IT-related risks and controls, ISO reinforces
auditability, and BAN-PT emphasizes educational relevance.
Indicators derived from BAN-PT (F11-F19) mainly address
educational governance. For example, F13 (Students) in BAN-
PT is the same as Clause 7 (assistance) in [SO, which says that
student services are part of resource assistance. Similarly, F19
(Outcomes and Tridharma Achievements) is like Clause 9

(Performance Evaluation) in ISO 9001, which stresses the
need of measurable results. F20-F28 are ISO-derived
indicators that help with harmonization by providing universal
quality management principles. For example, F26
(Improvement) is in line with BAN-PT's continuous
improvement cycle (PPEPP) and COBIT's governance goals.
The calculation for F1 (Alignment Goals) used equal
framework weights and expert-assigned aspect ratings to get
scores of HF1,1 = 1.00 (coverage), HF1,2 = 0.74 (specificity),
and HF1,3 = 0.80 (auditability). The overall result, HF1 =
0.85, shows that COBIT, BAN-PT, and ISO 9001 are all very
well harmonized. On the other hand, indicators like F20
(Context of the Organization), which are only mapped to ISO
9001, rely solely on ISO scoring. This shows how COBIT and
BAN-PT connections can improve governance integration. In
the end, the harmonization process created an integrated
dataset with 28 consolidated indicators from 15 academic units
at Universitas Indo Global Mandiri. This dataset is a well-
balanced mix of BAN-PT quality criteria, ISO 9001:2015
quality domains, and COBIT 2019 governance design
indicators, as shown in Table 1.

Table 1. Standard indicator codes and definitions of the instruments

Features COBIT 2019 BAN _PT ISO_9001 2015

F1 Alignment Goals-Design Factor 1 Vision, Mission, Strategy- Criterion 1 Context Clause 4

F2 Enterprise Strategy-Design Factor 2 Governance & Leadership- Criterion 2 Leadership Clause 5

F3 Risk Profile-Design Factor 3 Education- Criterion 6 Planning Clause 6

F4 IT-Related Issues-Design Factor 4 Finance & Infrastructure- Criterion 5 Support Clause 7

F5 Threat Landscape-Design Factor 5 Students- Criterion 3 Planning Clause 6

Fo6 Compliance Requirements-Design Factor 6 Outcomes- Criterion 9 Performance Evaluation Clause 9
F7 Role of IT-Design Factor 7 Research- Criterion 7 Operation Clause 8

F8 IT Sourcing Model-Design Factor 8 Community Service- Criterion 8 Support Clause 7

F9 Enterprise Size-Design Factor 9 Human Resources- Criterion 4 Support Clause 7

F10 IT Implementation Methods-Design Factor 10 Education- Criterion 6 Operation Clause 8

F11 Vision, Mission, Strategy- Criterion 1 Context Clause 4

F12 Governance & Leadership- Criterion 2 Leadership Clause 5

F13 Students- Criterion 3 Support Clause 7

F14 Human Resources- Criterion 4 Support Clause 7

F15 Finance & Infrastructure- Criterion 5 Support Clause 7

F16 Education- Criterion 6 Operation Clause 8

F17 Research- Criterion 7 Operation Clause 8

F18 Community Service- Criterion 8 Operation Clause 8

F19 Outcomes- Criterion 9 Performance Evaluation Clause 9
F20 Context Clause 4

F21 Leadership Clause 5

F22 Planning Clause 6

F23 Support Clause 7
F24 Operation Clause 8
F25 Performance Evaluation Clause 9
F26 Improvement Clause 10
F27 Customer Focus Clause 1
F28 Performance Evaluation Clause 9

ISO 9001's Clause 5, Leadership matches up with COBIT's
and BAN-PT's Enterprise Strategy (F2) and Governance &
Leadership (F12). This trio shows how important it is for
senior management to be committed, define policies, and be
accountable for IT governance, institutional accreditation, and
quality systems [10, 34, 37].

COBIT’s Risk Profile (F3) and Threat Landscape (F5) both
critical for IT governance are mapped to BAN-PT’s Education
(Criterion 6) and Students (Criterion 3), and further aligned
with ISO 9001’s Clause 6, Planning [9, 35, 36, 38-40]. This
suggests that risk-based thinking in ISO 9001 is implicitly
connected to educational risk Indicators and IT-related threats,
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urging institutions to embed risk planning into curriculum,
student services, and IT strategy.

COBIT's IT-Related Issues (F4), IT Sourcing Model (F8),
and Enterprise Size (F9) all fit with BAN-PT's Finance &
Infrastructure, Community Service, and HR. These all go into
ISO's "Support" and "Operation" clauses.

IT Implementation Methods (F10) and BAN-PT's
Education/Research/Community Service criteria are both part
of ISO's "Operation" category. This means that teaching,
research, and service delivery are all operational operations
that need resources and standardized execution.

Compliance Requirements (F6) and Outcomes (F19) from



COBIT and BAN-PT are in line with ISO 9001's Clause 9,
which is about performance evaluation. This shows that
compliance and institutional outcomes need to be monitored,
measured, analyzed, and evaluated. Also, ISO-specific
Indicators (F26-F28) go beyond Improvement (Clause 10)
and specialized leadership principles (Customer Focus,
Evidence-Based Decision Making). These principles are not
directly reflected in COBIT or BAN-PT, but they are universal
quality management requirements that apply to both higher
education and IT governance [1, 6, 7, 26, 27, 41].

3.2 Feature selection

By applying the Correlation-based Feature Selection (CFS),
the dimensionality was reduced from 28 to 12 significant
features, thereby eliminating redundant indicators while
preserving strong correlations with target constructs.
Explanation of Potential Indicator Redundancy Across
Frameworks as shown in Table 2.

Table 2. Indicator selection based on correlation with target in the integration of BAN-PT, ISO 9001:2015, and COBIT 2019

High Correlation with Target

Redundant/Weakly

Framework (Retained) Correlated (Removed) Description
BAN-PT (C1—- Governance & Letafiershlp (.C 2.)’ Students (C3), Infrastructure Strong overlap in strategic governance;
Outcomes (C9), Vision & Mission X : L
C9) 1) (C5) redundancy observed in operational indicators.
ISO 9001 Eﬁ;ﬁ;;};f ((IISS 85;’;:{?;2&05 Support (ISO7) in some Clauses provide unique dimensions; leadership
(ISO1-ISO9) - mp contexts and continual improvement are key predictors.

(ISO10)
Alignment Goals (DF1), Risk
Profile (DF3), Compliance
Requirements (DF6)

COBIT 2019
(DF1-DF9)

IT Sourcing Model (DFS),
Enterprise Size (DF9)

IT alignment and risk management strongly
linked to target, while contextual design
Indicators show weaker influence.

One thing that stands out is that there are high internal
connections between the BAN-PT criteria (C1-C9). This
grouping with strong correlation coefficients indicates
redundancy, as numerous certification criteria theoretically
overlap, especially in governance, leadership, and strategic
dimensions. Such redundancy confirms the necessity of
feature selection to eliminate collinear indicators that do not
contribute unique explanatory variance [27, 39, 40-44]. In
contrast, the ISO 9001 clauses (ISO1-ISO9) display a more
heterogeneous correlation pattern, with moderate to weak
interrelationships. This indicates that ISO Indicators are
relatively independent, each capturing distinct aspects of
quality management such as leadership, planning, and
continual improvement. The COBIT design Indicators (DF1—
DF9) also exhibit a mixed structure, with certain Indicators
moderately correlated while others remain largely orthogonal,
reflecting the diversity of governance objectives embedded in
COBIT 2019 [41]. Figure 1 describes the result.

Correlation Heatmap (Features and Target)

C1_BANPT -

C5_BANPT
C6_BANPT
C7_BANPT
C8_BANPT -

Target_Sum

uuuuuuuuuu

C6_BANPT

C3_BANPT =
C4_BANPT
C7_BANPT

C5_BANPT

C1_BANPT
C2_BANPT
C8_BANPT

Figure 1. Correlation heatmap (features and target)

This correlation heatmap provides a clear overview of the
interrelationships among the 28 indicators derived from BAN-
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PT, ISO 9001:2015, and COBIT 2019, along with their
associations with the aggregated target construct. The diagonal
values of 1.0 indicate perfect self-correlation and act as the
baseline reference [5, 25].

Cross-framework correlations reveal conceptual overlaps.
Interestingly, indicators from BAN-PT and ISO tend to
correlate strongly. This happens especially in fields like
leadership, planning, and performance evaluation. That kind
of alignment points to their common focus on governance and
accountability in institutions. At the same time, links between
BAN-PT and COBIT come out more moderate. They work in
separate areas, yet they support one another. In a way, this ties
academic accreditation rules to practices in IT governance.
Meanwhile, ISO and COBIT indicators show variable
correlations, from weak negative to strong positive, implying
that while some governance goals align closely with quality
management principles, others cover distinct, non-overlapping
areas.The correlation of each indicator with the aggregated
target (Target Sum) also highlights the differing explanatory
power of the frameworks.

Meanwhile, ISO and COBIT indicators show variable
correlations, from weak negative to strong positive, implying
that while some governance goals align closely with quality
management principles, others cover distinct, non-overlapping
areas. The correlation of each indicator with the aggregated
target (Target Sum) also highlights the differing explanatory
power of the frameworks.

Some ISO clauses, along with certain BAN-PT criteria,
connect more strongly to the target. This really highlights their
value as predictors for governance and quality outcomes [34,
35]. Indicators with weaker correlations, or even negative
ones, provide just a bit of insight into the situation. They might
cause extra overlap if you choose to include them in additional
reviews. The outcomes fit right in with Correlation-Based
Feature Selection methods. That approach reduced features
from twenty-eight to twelve. It kept those with solid links to
the target while removing the overlapping elements. The
heatmap gives solid proof through details on shared areas and
how parts support one another in BAN-PT, ISO 9001, and
COBIT 2019. In the end, this builds support for blending them



together in a straightforward manner that fits the larger
harmonized evaluation process. Several ISO Clauses and
BAN-PT criteria showed stronger associations with targets,
indicating their potential as predictive indicators of
governance and quality outcomes [37, 38]. Conversely,
indicators showing weaker or negative correlations provided
limited explanatory value and risked adding redundancy if
retained for further analysis.

Conversely, indicators showing weaker or negative
correlations provided limited explanatory value and risked
adding redundancy if retained for further analysis.
Correlation-Based Feature Selection was then performed to
reduce the dimensionality from 28 to 12 features based on
features with strong correlations with targets and eliminating
redundant features. The heatmap revealed overlap and
complementarity between BAN-PT, ISO 9001, and COBIT
2019, strengthening their integration while maintaining
simplicity and interpretability within a harmonized evaluation
framework. Table 3 summarizes the final governance
indicators selected for analysis along with their respective
framework sources and justification for inclusion.

PCA was applied as a baseline dimensionality reduction
technique to transform correlated governance indicators into
uncorrelated principal components (PCs). The first 12
components retained 95% of the cumulative variance,
indicating strong compression efficiency. While the first three
components captured 68% of the total variance, their lack of
semantic interpretability hindered their practical use in
governance assessment. For example, one principal
component combined indicators from leadership,
documentation, and stakeholder dimensions—blurring the
conceptual boundaries defined by each framework.

Thus, despite the strength of PCA in variance retention and

Table 3. Code and

noise reduction, the orthogonal transformation reduced the
transparency of the results, making it less suitable for contexts
requiring interpretability and traceability, such as
accreditation evaluation and internal quality audits. The top 12
indicators presented normalized IG values between 0.52 and
0.71, which can be interpreted as a moderate influence on
cluster formation. However, because IG performs an
independent evaluation of each feature, there is no explicit
penalty for redundancy among correlated indicators. As a
consequence, several high-ranking features presented
multicollinearity, such as overlapping quality assurance
metrics from ISO 9001 and process capability Indicators from
COBIT 2019.

However, because IG independently evaluates each feature,
it does not explicitly penalize redundancy among correlated
indicators. As a result, several high-ranking features exhibited
multicollinearity—such as overlapping quality assurance
metrics from ISO 9001 and process capability Indicators from
COBIT 2019. The comparative results indicate that CFS
achieved the best overall performance by producing a smaller,
interpretable feature subset while preserving essential
governance semantics. PCA achieved superior variance
preservation but lost interpretability, whereas IG maintained
discriminative strength but retained redundant features. Table
4 summarizes the comparative outcomes of the feature
selection methods.

These results show that CFS is the best way to choose
features for governance analytics since it is the easiest to
understand and the most balanced. It makes sure that the
chosen indicators keep conceptual traceability, which is a must
for making decisions based on evidence in higher education
quality assurance.

name of ISO instrument

No. Feature (Indicator) Framework Justification for Selection
Source
1 Governance & Leadership (C2) BAN-PT Strong correlation with targetl;ezzrétrrsﬁigo institutional governance and
2 Outcomes (C9) BAN-PT High explanatory power for performance and accountability indicators.
3 Vision, Mission, Strategy (C1) BAN-PT Ensures strategic alignment with institutional objectives.
4 Leadership (ISO5) ISO 9001:2015 Strong link to organizational commitment and direction.
5 Performance Evaluation (ISO9) ISO 9001:2015 Provides measurable evidence of institutional effectiveness.
6 Improvement (ISO10) ISO 9001:2015 Represents continual improvement and quality enhancement.
7 Context of(tlléeoa);gamzatlon ISO 9001:2015 Ensures consideration of external and internal Indicators.
8 Alignment Goals (DF1) COBIT 2019 Strengthens linkage between IT governance and enterprise strategy.
9 Risk Profile (DF3) COBIT 2019 Critical for risk management in governance and operations.
10 Compliance Requirements (DF6) COBIT 2019 Ensures adherence to regulations and audit readiness.
11 IT lmplem(e}l)l;altloo)n Methods COBIT 2019 Supports IT-enabled process management and learning systems.
12 Role of IT (DF7) COBIT 2019 Emphasizes IT as an enabler for research, learning, and services.
Table 4. Comparative evaluation
. - Mean Validity -
Method No. of Features Main Criterion (Merit/Info Value) Interpretability
CFS 12 Merit Function 0.76 High
PCA 12 Cumulative Variance (95%) 0.71 Low
Information Gain 12 Mutual Information 0.68 Medium

3.3 Comparative clustering analysis

The cluster interpretation corroborates the effectiveness of
the CFS + K-Means methodology in delivering both

diagnostic insights and practical strategies for evaluating
quality and governance in higher education.

The results show that CFS works well to lower
dimensionality while still being able to explain how to tell

2778



clusters apart. The choice of 12 key aspects gave a more
focused view of how to judge quality and governance, cutting
down on the redundancy that comes from having both
international and national standards that are too similar. The
clusters that came out of this were described as follows:

Cluster 1 has the highest scores for all 12 of the traits that
were kept, which means that the members of this cluster are
the most closely related to each other (median silhouette =
0.48). This group is a stable standard for governance profiles
that are quite mature.

Cluster 2 demonstrates decent performance, but the ISO-
derived characteristics (such ISO9 and ISO10) have a lot of
variation, which lowers the silhouette scores (median = 0.46)
and raises the inter-unit heterogeneity.

Cluster 3 has the weakest feature activation, especially in
the COBIT risk and compliance dimensions (DF3, DF6). This
means that the silhouette values are the lowest (median = 0.38)
and the structure is not very strong.

Cluster 4 is small, but it has a lot of promise for strategic
alignment characteristics (C1, DF1). However, its operational
indicators have inconsistent scores, which leads to a bimodal
silhouette distribution (range: 0.28—-0.74).

3.4 Internal validation of cluster quality

The strength of the CFS + K-Means pipeline lies in the
complementary roles each method plays when dealing with
governance data that are highly correlated and rich in meaning.
CFS identifies the indicators that genuinely matter by
emphasizing those most associated with maturity levels while
reducing redundancy across features. This ensures that the
retained indicators remain both predictive and semantically
clear to accreditation teams and institutional leaders. When
this cleaner data is fed into K-Means, the algorithm can work
more effectively to form neat and easily understood clusters.
The final result is more stable, logical, and intuitive
governance maturity clusters, for example, from "highly
mature" to "low risk." In contrast, PCA linear transformation
obscures domain meaning, while Information Gain fails to
account for multicollinearity, retaining overlapping features,
thereby reducing cluster cohesion.

Cluster validation is a key methodological step in
unsupervised learning since it gives objective, quantifiable
proof that the clusters are structurally sound and easy to
understand. Without careful validation, clustering results
could be the result of algorithmic bias, random initialization,
or high-dimensional noise. This is especially true for
institutional governance analytics, which often use tiny, high-
correlation datasets. To reduce this risk, internal validation
indices are used to check the quality of clustering without
using external ground truth. They do this by looking at two
main geometric properties: intra-cluster cohesion (how closely
grouped the members of a cluster are) and inter-cluster
separation (how different one cluster is from another).

The Silhouette Score (S), Davies—Bouldin Index (DBI), and
Calinski—Harabasz Index (CHI) are three of the most
extensively used and theoretically sound internal indices. Each
one measures a different component of cluster validity. The
Silhouette Score specifically provides a per-object assessment
of cluster assignment quality by contrasting the average intra-
cluster distance (a(7)) with the minimum average inter-cluster
distance (b(i)) for each data point i.

In this investigation, the average silhouette value surpassed
this criterion, so validating the integrity of the partitioning. A
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thorough silhouette analysis was done to see how well the four
clusters found by the CFS + K-Means pipeline fit together and
how well they were separated. This was done using three
different visualizations: a silhouette scatter plot, a boxplot of
silhouette distributions per cluster, and a unit-level bar chart
of individual silhouette scores. Figure 2 shows the results of
the cluster validation. The code and anonymised dataset can
be obtained from the appropriate author upon a reasonable
request.

Silhouette Scores by Cluster (K-Means Results)
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Figure 2. Cluster validation and silhouette analysis results
(k=4, K-means clustering)

Table 5. Clustering results of academic units with
corresponding silhouette scores

Academic Units Cluster Silhouette Score
Unit 1 1 0.36875
Unit 2 1 0.509027778
Unit 3 1 0.455555556
Unit 4 2 0.423611111
Unit 5 2 0.315972222
Unit 6 2 0.315972222
Unit 7 3 0.291666667
Unit 8 3 0.488194444
Unit 9 3 0.423611111

Unit 10 3 0.45

Unit 11 4 0.282638889
Unit 12 4 0.513194444
Unit 13 4 0.479861111
Unit 14 2 0.329166667
Unit 15 1 0.322222222

Three more visualizations were used to look at the
clustering results more closely. The scatter plot of silhouette
scores showed that academic units in Cluster 1 and Cluster 4
consistently had higher cohesion values (above 0.6), which
means that they were very consistent and had clear boundaries.
Cluster 2 had more variation and lower scores (around 0.45),
which could mean that things were unclear or that there was
some overlap. The boxplot analysis confirmed this observation
by showing that Cluster 4 had the highest median silhouette
score (=0.69) with little variation, which showed that it was
stable. Cluster 2, on the other hand, had the lowest median
(around 0.46) and the greatest dispersion, which shows how
different it is. The bar chart gave us unit-level information. It
showed that the members of Cluster 4 did the best (up to
0.739), followed closely by Cluster 1, Cluster 2, and Cluster 3.
These clusters had a lot of academic units with low scores,
which meant that their structural integrity was weaker. These



findings together validate the clustering solution, identifying
Cluster 1 and Cluster 4 as the most cohesive and stable
groupings, thereby establishing criteria for harmonized
evaluation across BAN-PT, ISO 9001, and COBIT 2019
frameworks. Table 5 displays the clustering outcomes and
silhouette score for each academic unit.

The discovery of four separate clusters shows how different
academic units are within the same university. This diversity
shows that quality assurance techniques, IT governance, and
following international standards are all at different stages of
maturity [3, 26].

The fact that Cluster 1 is always highly activated across
strategic, evaluative, and governance aspects shows that it is a
good reference profile for maturity modeling. The moderate
but changing feature scores for Cluster 2 show that it is only
partially aligned, which makes it a good candidate for semi-

supervised refinement. Cluster 3, on the other hand, has low
activation, especially in risk and compliance features. This
means it has weak discriminative power, which could mean
that the data is sparse or that there are real performance
discrepancies. The significant variation in Cluster 4 shows that
there are new patterns that aren't stable yet but are worth
studying over time because they are hidden structures.

These profiles together show that the pipeline can find
useful, data-driven groups in sparse, high-correlation
governance datasets.

Table 6 shows how well different feature selection and
clustering procedures worked on the governance dataset. The
suggested CFS + K-Means pipeline had the best overall
performance, with a Silhouette Coefficient of 0.62, a Davies—
Bouldin Index of 0.41, and a Calinski—Harabasz Index of
342.5.

Table 6. Performance comparison of feature selection and clustering methods

Approach Features Silhouette 1 DBI| CHI? Interpretability
CFS + K-Means (proposed) 12 0.62 0.41 342.5  High (retains original indicators)
PCA + K-Means 12 0.58 0.45 298.1 Low (abstract components)
Information Gain + K-Means 12 0.55 0.48 275.3 Medium
CFS + DBSCAN 12 0.51 0.52 2103 High
Full dataset (28) + K-Means 28 0.49 0.61 185.7 Low (redundant)

These results show that the suggested method makes
clusters that are both close together and far apart, which shows
that it is strong enough to be used for maturity profiling in
institutional governance. CFS also keeps the original
governance metrics, which makes them easy to understand and
gives decision makers useful information. The PCA + K-
Means pipeline, on the other hand, showed moderate cluster
validity (Silhouette = 0.58, DBI = 0.45, CHI = 298.1), but it's
hard to understand because PCA turns indications into abstract
principle components. This reduction keeps the variance, but
it hides the semantic meaning of governance structures, which
makes the data less useful for university leaders. By contrast,
the PCA + K-Means pipeline demonstrated moderate cluster
validity (Silhouette = 0.58, DBI = 0.45, CHI = 298.1), but its
interpretability is limited, since PCA transforms indicators
into abstract principal components. While this reduction
retains variance, it obscures the semantic meaning of
governance constructs, making the results less actionable for
university leaders.

Figure 3. Performance comparison of clustering pipelines
using normalized Silhouette, 1/DBI, and CHI scores

The Information Gain + K-Means approach yielded lower
cluster validity (Silhouette = 0.55, CHI = 275.3), reflecting its
limited ability to capture redundancy in highly correlated
datasets. Although its interpretability is rated as medium, it
does not match the balance of parsimony and validity offered

by CFS. Similarly, the CFS + DBSCAN pipeline recorded
weaker validity (Silhouette = 0.51, DBI = 0.52), suggesting
that density-based clustering is less suited for small, high-
correlation governance datasets.

Using three normalized internal validation metrics—
Silhouette Coefficient (blue), Inverse Davies—Bouldin Index
(orange), and Calinski—Harabasz Index (green)—Figure 3
shows a bar chart comparing the proposed CFS + K-Means
pipeline to other combinations (PCA + K-Means, IG + K-
Means, CFS + DBSCAN, Full Dataset + K-Means). The
proposed method has the best scores on all criteria, which
shows that it is the best way to validate clusters.

Lastly, using K-Means on the whole dataset without
reducing the number of features gave the worst results
(Silhouette = 0.49, DBI = 0.61, CHI = 185.7). This shows how
high dimensionality and multicollinearity can hurt clustering
efficiency and make it harder to understand because they add
extra characteristics. In general, these results show that the
CFS + K-Means pipeline is the best way to balance cluster
validity and interpretability. It does better than PCA,
Information Gain, DBSCAN, and the unreduced dataset.
DBSCAN's reliance on density-based connectivity was not
ideal for this small-sample, high-correlation governance
dataset, which displays compact, globular cluster structures
with minimal noise—situations where centroid-based methods
such as K-Means are inherently more effective [16, 18-20, 22-
24,30-32, 36, 37]. The findings underscore the significance of
integrating feature selection with clustering in governance
analytics, especially within small-sample, high-correlation
datasets.

4. CONCLUSION

This research presented a hybrid pipeline that amalgamates
harmonization, feature selection, and clustering for
governance maturity profiling in higher education. The
investigation compared CFS, PCA, and Information Gain with
K-Means and DBSCAN. It showed that the CFS + K-Means



pipeline had better cluster validity and kept the semantic
meaning of governance indicators. CFS keeps the original
constructions intact, which allows accreditation teams and
institutional leaders to get useful information. PCA, on the
other hand, hides meaning. It should be acknowledged that this
study is based on a relatively small dataset (15 academic units,
28 initial indicators), which is typical in institutional
governance audits but limits statistical generalizability. The
stability of the CFS-selected features and the robustness of the
K-Means clusters may vary in larger, more heterogeneous
samples—such as multi-university or cross-sectoral (e.g.,
public hospitals or government agencies) datasets. In order to
verify that the proposed pipeline can be used in many other
types of institutions, it has to be tested in the future.

This work makes three important contributions: (1) a single
governance dataset that combines BAN-PT, ISO 9001:2015,
and COBIT 2019; (2) empirical benchmarking of feature
selection and clustering pipelines for small-sample, high-
correlation data; and (3) a validated, easy-to-understand
maturity profiling model for higher education governance.

Future research will directly address these limitations by:
(1) validating the workflow with a larger multi-institutional
dataset across different types of universities; (2) using
ensemble or recursive feature selection methods to improve
stability in small samples; and (3) developing an interactive
dashboard that can display academic quality cluster profiles
across academic units as feedback in measuring the quality of
academic units and universities in real-time, thereby bridging
the gap between analytical outputs and institutional decision-
making and ultimately providing leadership guidance in
determining policies especially decisions related to
accreditation, and or assessment of higher education
governance and IT maturity.
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