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 The ongoing transition toward low-carbon energy and the rapid development of carbon 

trading markets are reshaping multi-regional energy systems. These systems are 

increasingly characterized by cross-regional interconnection and multi-energy 

collaboration. However, existing optimization models often oversimplify thermal networks 

and treat carbon pricing as an exogenous constraint, limiting their ability to reveal how 

carbon policies influence energy flows through physical infrastructures. This study 

proposes a two-stage thermodynamics-economics coupled optimization framework. The 

first stage focuses on minimizing total heat supply and distribution losses by optimizing 

supply temperatures under fixed flow conditions, based on a detailed thermal power flow 

model. The second stage integrates electricity, heat, and gas systems into a unified dispatch 

model that minimizes total operational and carbon trading costs. Carbon price signals are 

embedded into decision-making, enabling quantitative analysis of their impact on 

generation scheduling and interregional energy exchange. The proposed model establishes 

a clear path from physical efficiency to economic coordination, offering a systematic and 

scalable approach for evaluating carbon trading policies in complex energy networks. 
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1. INTRODUCTION 

 

The global energy transition is currently at a critical juncture 

[1-3]. Building a clean, low-carbon, secure, and efficient 

energy system has become an inevitable choice to address 

climate change and ensure energy security [4-6]. Against this 

backdrop, multi-regional energy systems have attracted 

growing attention as a technological paradigm capable of 

achieving multi-energy complementarity and synergistic 

efficiency improvements [7, 8]. In particular, interconnected 

regional energy systems enable the spatial and temporal 

redistribution of energy, which helps smooth out the 

variability of renewable energy sources and enhances the 

overall efficiency of energy utilization.  

At the same time, the carbon trading market has emerged as 

a key market-oriented emission reduction mechanism [9, 10], 

fundamentally reshaping the operational logic and planning 

decisions of energy systems by assigning a price to carbon 

emissions. This mechanism internalizes the environmental 

externalities of carbon emissions into economic costs, 

compelling energy systems to pursue decarbonization while 

satisfying energy demand. However, the physical operation of 

energy systems is inherently governed by the laws of 

thermodynamics [11], while their economic decisions are 

subject to market mechanisms and policy constraints [12]. 

Therefore, the development of a collaborative optimization 

model that can accurately represent both the thermodynamic 

characteristics of multi-regional energy transfer and the 

economic incentives of carbon trading is of critical 

significance for understanding and guiding the low-carbon 

transformation of energy systems. 

This study proposes a thermodynamics- and economics-

based collaborative optimization model for multi-regional 

energy systems, with a focus on the systematic evaluation of 

carbon trading policies. The significance of this work lies in 

two main aspects. Theoretically, it advances energy system 

modeling by deeply integrating physical constraints such as 

thermal power flow and multi-regional coupling with 

economic objectives such as carbon trading costs. This 

provides a new analytical framework for understanding the 

complex interactions between physical and economic layers in 

energy systems. Practically, the proposed model serves as a 

scientific decision-making tool for system operators, planners, 

and policymakers. By simulating system operations under 

various carbon pricing scenarios, the model enables a 

quantitative evaluation of the emission reduction effectiveness 

and economic impacts of carbon trading policies, identifies 

key technical bottlenecks and potentials for cross-regional 

coordination, and offers robust analytical support for 

optimizing carbon market design, developing efficient 

emission reduction strategies, and enhancing interregional 

energy infrastructure connectivity. 
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Although considerable progress has been made in 

optimizing multi-regional energy systems, several notable 

limitations persist in existing methodologies. First, many 

studies [13-15] oversimplify thermal network modeling by 

neglecting the dynamic hydraulic-thermal coupling and 

transmission delays, or by adopting overly idealized 

assumptions such as constant heat loss coefficients, which 

significantly compromise the physical accuracy of 

optimization results, as pointed out in reference [16]. Second, 

when addressing carbon trading policies, a large number of 

studies [17-19] treat them as exogenous constraints or linear 

cost functions, failing to reveal the intrinsic mechanisms by 

which carbon price signals interact with equipment operation 

constraints and network transmission limits to influence 

energy flows and carbon footprints across regions, a limitation 

also noted in reference [20]. Lastly, most models [21, 22] lack 

a closed-loop framework that bridges the physical and 

economic layers. Specifically, they fail to first establish a 

thermodynamically optimal baseline for energy supply, upon 

which the economic effects of carbon pricing can be evaluated. 

As a result, these models are unable to accurately distinguish 

between policy impacts and the inherent physical potential of 

the system. 

To address the above limitations, this study conducts 

research in two core areas. The first focuses on optimizing the 

heat supply from multi-regional heat sources. This part centers 

on the thermodynamic foundation of the system and 

sequentially performs multi-regional thermal power flow 

analysis and determination of initial flow rates. The objective 

is to minimize the total system heat supply, thereby 

establishing a physically compliant, low-loss baseline plan for 

thermal energy distribution. The second part addresses the 

collaborative optimization of multi-regional energy systems. 

Using the optimal heat supply obtained from the first stage as 

a key input, a coupled electricity-heat-gas optimization model 

is developed to minimize the sum of operational and carbon 

trading costs. This allows for a comprehensive analysis of the 

effects of carbon trading policies on unit dispatch, 

interregional energy flows, and total emissions. 

The central value of this research lies in the proposed two-

stage "physics-first, economics-driven" collaborative 

optimization framework. By strictly adhering to 

thermodynamic laws, the model ensures the physical 

feasibility of the optimized solutions, while also 

systematically embedding carbon trading policies into 

economic decision-making. As such, the proposed framework 

offers a complete and reliable theoretical and methodological 

foundation for the refined design and implementation of 

carbon trading policies in complex multi-regional energy 

systems. 

 

 

2. MULTI-REGIONAL ENERGY COLLABORATIVE 

OPTIMIZATION FRAMEWORK 

 

The collaborative optimization framework proposed in this 

study aims to overcome the limitations of traditional single-

region energy systems by integrating thermodynamic 

principles with economic theory to systematically assess the 

deeper impacts of carbon trading policies on multi-regional 

energy allocation. The structure of the framework is illustrated 

in Figure 1. This framework tightly integrates physical 

constraints and market mechanisms. On the physical side, it 

relies on the laws of thermodynamics to accurately quantify 

energy quality loss and temperature dynamics during 

interregional energy transmission and conversion processes. 

Special attention is given to thermal transfer efficiency and 

temperature decay across regional heating networks. On the 

economic side, the framework introduces carbon trading costs 

as a critical variable, converting emission allowances into 

explicit economic costs. This enables the optimization process 

to consider not only traditional economic factors such as 

energy procurement and equipment operation and 

maintenance (O&M), but also to internalize environmental 

externalities into system-level decision-making. 

By constructing a dual-constraint model that incorporates 

both physical and economic factors, the framework achieves 

collaborative optimization across energy production, 

transmission, and consumption at a multi-regional scale. It 

ensures that regional energy demand is met while enabling 

carbon flow tracking and delivering precise evaluations of the 

economic and environmental benefits of carbon policies. 

 

 
 

Figure 1. Collaborative optimization framework for multi-regional integrated energy systems under carbon trading policies 
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This optimization framework adopts a multi-stage structure. 

The first stage focuses on thermodynamics-based optimization 

of regional energy flows. It centers on a multi-regional 

hydraulic-thermal coupling model of district heating 

networks. By fixing flow rates and optimizing temperature 

strategies, the model enables a linearized treatment of thermal 

power flows. This ensures the diversified heat load demands 

across regions are satisfied while minimizing total heat supply 

and network losses. This stage primarily addresses the 

modeling complexities arising from thermal inertia and 

transmission delays in multi-regional networks. 

The second stage performs economic and environmental co-

optimization driven by carbon trading policies. The total 

regional heat supply and electric load obtained from the first 

stage are used as boundary conditions. A multi-objective 

optimization model is constructed to minimize both total 

operating cost and carbon emissions. A tiered carbon pricing 

mechanism and interregional emission allowance trading rules 

are incorporated to dynamically balance the operational 

strategies of gas turbines, heat pumps, and other electricity-

heat coupled devices during dispatch. The result is an energy 

scheduling plan that achieves both thermodynamic efficiency 

and carbon economic feasibility across regions. 

Through this two-stage iterative optimization, the proposed 

framework establishes a closed-loop feedback mechanism 

from the physical layer to the decision-making layer. It 

provides a comprehensive modeling paradigm for the 

systematic analysis of carbon trading policy impacts in the 

context of coordinated regional emission reductions. 

 

2.1 Optimization of multi-regional heat supply dispatch 

 

The core distinction between a multi-regional and a single-

region energy system lies in the significant energy losses and 

dynamic delays during spatial energy transmission. Ignoring 

these physical realities renders any economic optimization 

fundamentally unsound. From the perspective of economics 

and carbon trading systems, minimizing total heat supply 

directly corresponds to reducing the consumption of primary 

energy—especially in systems where gas boilers or combined 

heat and power (CHP) units serve as primary heat sources. 

This reduction translates into decreased fossil fuel usage, such 

as natural gas, thereby lowering the “physical baseline” of 

carbon emissions at the source. The minimized heat supply 

becomes the reference for calculating carbon emissions and 

trading costs in subsequent environmental-economic 

optimization. Without this thermodynamically grounded 

baseline, carbon cost accounting may rely on energy supply 

schemes already plagued by inefficiencies, leading to serious 

distortions in policy signaling. 

To establish a physically consistent, efficient, and accurate 

energy supply baseline for subsequent carbon-trading-

integrated economic optimization, this study first performs 

optimization of heat supply dispatch across multiple regions. 

This preliminary step, rooted in thermodynamic first 

principles, addresses the foundational issue of interregional 

energy coordination. 

The first step—multi-regional thermal power flow 

analysis—aims to accurately capture temperature degradation 

and pressure drops resulting from pipe heat loss and hydraulic 

conditions during the transmission of heat from sources to 

loads. Essentially, this step applies the second law of 

thermodynamics to pipeline systems, quantifying both the 

"quality" and "quantity" loss of energy. 

The second step—determination of regional initial flow 

rates—uses hydraulic calculations to establish a stable and 

efficient transport medium based on the power flow analysis. 

By fixing mass flow rates, the complex nonlinear optimization 

problem is converted into a linear form, focusing dynamic 

system variables on supply and return temperatures. This 

greatly simplifies the model while preserving its physical 

fidelity. 

The third and final step—minimization of multi-regional 

heat supply—naturally follows: based on accurate knowledge 

of network losses and a stable flow structure, the model 

optimizes the dispatch timing and supply temperatures of all 

heat sources such that the total thermal energy injected to meet 

end-use demand is minimized. The following provides a 

detailed analysis of these three steps. 

From a systematic perspective grounded in economics and 

carbon trading policies, heat supplied in one region may 

originate from local gas boilers, remote CHP plants, or 

industrial waste heat. Thermal power flow analysis enables 

tracing the source, path, and associated transmission losses of 

every gigajoule of heat. This ensures that the carbon 

responsibility of consumed heat can be fairly and accurately 

allocated to its producer—a prerequisite for any emissions 

trading mechanism. The thermal power flow analysis in this 

study is grounded in thermodynamic laws and aims to 

construct a physically realistic model for subsequent economic 

and carbon optimization. It rigorously follows the principles 

of energy conservation and entropy degradation, employing a 

coupled hydraulic-thermal modeling framework to simulate 

the spatiotemporal distribution and degradation of heat within 

large-scale networks. 

Hydraulic analysis ensures the feasibility of heat delivery, 

analogous to Kirchhoff’s current law in electrical circuits, 

mandating mass flow balance at each node. This determines 

flow paths and physical constraints for the thermal medium. 

Thermal analysis quantifies energy loss in terms of both 

quality and quantity: 

•Node thermal power balance links supply and demand; 

•Pipe temperature drop models, based on heat transfer 

theory, quantify temperature degradation caused by heat 

loss—directly reflecting the second law of thermodynamics 

and revealing the physical path and extent of energy loss; 

•Hydraulic mixing temperature models compute node 

temperatures when branches of different flow rates and 

temperatures converge, ensuring accurate tracking of energy 

quality (exergy) across interconnected regions. 

Specifically, let the network incidence matrix be denoted by 

Xg, mass flow rate in each pipe by l, and node-level mass flow 

rates by lw. The node-level hydraulic balance is given by: 

 

g wX l l=  (1) 

 

Let the thermal power consumption at each node be ψ, 

specific heat of water be zo, supply temperature be St, and 

return temperature be Sp. The thermal power at each node is 

calculated as: 

 

( )o q t pz l S S = −  (2) 

 

Let the inlet and outlet temperatures of a pipe segment be 

SQS and SEND, ambient temperature be Sx, heat transfer 

coefficient be η, and pipe length be M. The pipe temperature 

drop is given by: 

1613



 

( ) o

M

z l

END QS x xS S S r S

−

= − +  (3) 

 

Let the mass flow rate of the inflow and outflow pipe 

segments be lIN and lOUT, the node outlet temperature be SOUT, 

and the inflow segment end temperature be SIN. The hydraulic 

mixing temperature is computed as: 
 

( ) ( )OUT OUT IN INl S l S=   (4) 

 

From a systems economics and carbon trading policy 

standpoint, the determination of initial flow rates forms a 

crucial bridge between physical baselines and economic policy 

modeling. It directly affects the operational energy efficiency 

and the baseline carbon footprint of the entire network. Pipe 

flow rates critically influence temperature losses, and any heat 

lost in transit must be compensated by additional fuel 

combustion at the source. By scientifically determining and 

constraining these initial flow rates, the system minimizes 

avoidable transmission losses and reduces the basic 

dependence on fossil fuels—effectively lowering the physical 

baseline of emissions. 

The core logic of determining regional initial flow rates is 

as follows: under an ideal lossless assumption, the minimum 

theoretical flow rate l0
u needed to satisfy the thermal demand 

of each regional node—given the designed temperature 

differential—can be computed. This set of initial flow rates 

forms the "demand-side baseline" for hydraulic distribution, 

ensuring that optimization begins from a feasible point that 

satisfies basic user energy needs. Let Mu denote the length of 

pipe u, and γu its heat loss coefficient. The heat loss objective 

function for the network is: 

 

1

1

v

u u

u

MIND MIN M 
=

 
=  

 
  (5) 

 

However, real-world pipeline systems inevitably suffer 

from heat loss due to the second law of thermodynamics. 

Therefore, initial flow determination does not stop at idealized 

calculations but incorporates these as hard constraints into the 

actual network model. By enforcing "pipe flow rate not less 

than l0
u" as a constraint, and combining it with node-level mass 

balance, a hydraulically feasible flow allocation scheme is 

constructed. Let the upper and lower bounds of pipe u's flow 

rate be lu,MAX and lu,MIN, the flow balance and pipe flow 

constraints are: 

 

, ,u MIN u u MAXl l l   (6) 

 

The heat loss coefficient γᵤ for each pipe segment is 

calculated by: 

 

( )/
1 u o uM z l

u r



−

= −  (7) 

 

This formulation ensures that, even under real-world heat 

loss, sufficient thermal medium is delivered to the load points 

to compensate for transmission losses and satisfy user demand. 

This physically grounded setup stabilizes the hydraulic layer 

of the thermal-hydraulic coupling, laying a solid foundation 

for the subsequent accurate computation of thermal losses and 

heat supply optimization. 

The final stage—minimization of total heat supply—seeks 

the thermodynamic efficiency limit of the system under the 

previously established hydraulic distribution and thermal flow 

analysis. From a carbon trading policy perspective, identifying 

this minimum total supply is fundamental, as it defines the 

lower bound of carbon emissions at the physical level. Since 

total heat supply directly correlates with the fuel consumption 

of gas boilers and CHP units, minimizing it reduces fossil fuel 

consumption and direct emissions at the source. Under 

constraints such as pipe flow rates, return temperature, and 

supply temperature bounds, the optimization adjusts the 

supply temperatures of each heat source to deliver the exact 

amount of high-grade thermal energy required to offset both 

transmission losses and end-user demands. This approach 

reflects the essence of the second law of thermodynamics—by 

minimizing unnecessary transmission of high-exergy energy 

and large temperature drops, it reduces exergy destruction due 

to irreversible heat transfer. Let St,MAX and St,MIN denote the 

upper and lower limits of supply temperature, and lt, l1the flow 

rates in source-load connecting pipelines. The optimization 

objective is formulated as: 

 

( )

( )

( )

2

, ,

1 1

. .
x

o t t p

t MIN t t MAX

M
S

zol
END QS x

o t p

MIND z l S S

S S S

s t S S T r

z l S S





−
+

= −

 



= −


= −


 (8) 

 

2.2 Multi-regional energy co-optimization 

 

Figure 2 depicts the mechanistic model by which a carbon 

trading policy systematically influences multi-regional energy 

dispatch decisions. The concepts of carbon trading policy and 

carbon-flow tracing are introduced, and regions are classified 

by energy mix and carbon intensity so that the heterogeneity 

across “multi-regions” becomes visible in the co-optimization 

process. Unlike conventional coordinated scheduling that 

focuses solely on thermal flows, the proposed model presents 

physical thermal flows alongside virtual carbon/cost flows, 

linking physical heat-flow information to the economic signal 

of carbon trading costs. As shown schematically, carbon 

pricing creates cost differentials among heat sources with 

different carbon intensities, thereby reshaping optimal 

decisions: load centers are steered to prioritize low‑carbon 

regional heat, ultimately minimizing the sum of economic and 

environmental costs. 

To capture the dual constraints and incentives faced by 

modern energy systems, the co-optimization model jointly 

considers operating cost and carbon trading cost, enabling a 

systematic evaluation of carbon trading policies. Operating 

cost reflects the traditional economic dimension required for 

financial viability. However, minimizing operating cost alone 

tends to lock in high‑carbon pathways, as systems may favor 

inexpensive fossil fuels while overlooking environmental 

externalities. Introducing carbon trading costs is therefore 

essential: by internalizing emissions as explicit, quantifiable 

financial obligations, the model alters the relative cost 

competitiveness of technologies within the objective function. 

The optimizer must weigh “low operating cost but high carbon 

cost” for fossil options against “higher operating cost but 

lower carbon cost” for cleaner options, thereby inducing a 

spontaneous shift toward low‑carbon dispatch—faithfully 

representing carbon trading as an economic lever. 
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Figure 2. Schematic of coordinated thermal dispatch and carbon-flow tracing under a carbon trading regime 

 

The operating cost objective aggregates six components: 

coal‑fired generation cost, natural gas cost, equipment O&M 

cost, (duplicate line intentionally preserved as in the source) 

equipment O&M cost, carbon sequestration cost, and cost of 

purchasing CO₂ allowances from the market. The objective is: 

 

( ) ( ) ( ) ( )

( ) ( )

24

1

1 , ,

CAP GAS GR pl

s z SEQ z BUY

D s D t D s D s
D

D s D s=

+ + + 
=  

+ +  
  (9) 

 

Here, the coal‑fired generation cost DCAP reflects the true 

economic burden of high‑carbon generation in a market 

environment. Thermodynamically, coal units convert the 

fuel’s chemical energy into electricity and heat; conversion 

efficiency determines fuel consumption and thus baseline fuel 

expenditure. Without environmental costs, low fuel prices 

could make coal appear cost‑competitive. Under carbon 

trading, however, DCAP becomes the “baseline load” for 

subsequent carbon cost accounting: given its high carbon 

intensity, coal consumes a substantial share of allowances or 

bears significant carbon cost. Let x, y, and z denote fuel cost 

coefficients; DCAP is computed as: 

 

( ) ( ) ( )
2

CAP CAP CAPD s x O s y O s z=  +  +  (10) 

 

Introducing natural gas cost captures the transitional role of 

a relatively lower‑carbon fossil fuel. Thermodynamically, 

gas‑fired CHP or boilers typically achieve higher conversion 

efficiencies than coal, implying lower exergy destruction and 

fuel use per unit of useful energy. Economically, gas cost 

represents the direct outlay for an alternative fossil pathway. 

Including this term allows explicit comparison of “coal versus 

gas” within the multi‑regional model. Under carbon trading, 

gas still emits CO₂ but at a lower intensity than coal, so 

optimizing coal and gas jointly reveals how carbon price shifts 

their relative competitiveness—e.g., higher carbon prices push 

the system toward gas due to its lower per‑unit carbon cost. 

Let the gas purchase price be OGA; the gas cost DGAS is: 

 

( ) ( ) ( ) ( )2GAS HS HY P G GAD s N s N s N s O= + −    (11) 

 

The power purchase cost quantifies the direct expenditure 

of exchanging energy with the upstream grid and forms a key 

market boundary for system economics. It is essentially the 

time‑sum of purchased energy multiplied by nodal time‑of‑use 

prices. This enables economic trade‑offs between self‑supply 

and external purchases. From a carbon trading perspective, the 

implicit carbon flow of purchased electricity must also be 

accounted for: when the marginal cost of self‑generation 

exceeds the all‑in cost of imports, the model may increase 

purchases, lowering operating outlays but altering the 

system’s total carbon footprint via the grid’s emission factor—

thereby affecting allowance balances and carbon cost. Let 

OGB(s) be purchased energy and OGR(s) the time‑of‑use price 

at time s; the cost DGD is: 

 

( ) ( ) ( )GR GB GRD s O s O s=  (12) 

 

Accounting for equipment O&M cost follows a life‑cycle 

economic rationale, ensuring engineering practicality and 

long‑term sustainability. Coal units, gas turbines, heat pumps, 

and network assets incur wear, aging, and maintenance 

expenses. Operating conditions—shaped by system‑level 

dispatch—directly influence O&M cost. Ignoring O&M may 

bias the model toward frequent cycling or inefficient operating 

zones, superficially reducing fuel cost while increasing total 

cost and harming asset life. Incorporating O&M extends 

beyond variable costs to include strategy‑dependent capital 

wear, providing a realistic baseline to assess the full economic 

impact of carbon policies. Let device output be Ou and the 

O&M cost coefficient be Jpl; the O&M cost Dpl is: 

 

( )pl u plD s O J=  (13) 
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Introducing carbon sequestration cost provides an active 

end‑of‑pipe abatement option that broadens the policy 

response toolkit by extending system boundaries from “energy 

conversion—emissions—capture and storage.” CCS 

consumes additional energy for separation, compression, and 

transport, reducing net output and increasing equivalent fuel 

cost. In economic terms, sequestration cost quantifies this 

abatement expense. When the market carbon price exceeds the 

marginal cost of sequestration, the optimizer favors CCS; 

otherwise, it purchases allowances. Let ηz.SEQ be the CO₂ 

transport and storage cost coefficient; the sequestration cost 

Dz.SEQ is: 

 

( ) ( )
2

24

, , ,

1

z SEQ z SEQ SEQ ZP

s

D s W s
=

=   (14) 

 

Including the cost of purchasing CO₂ allowances reflects the 

core market mechanism—compliance via trading. This term 

represents the option to buy allowances rather than abate when 

internal marginal abatement cost is higher than the allowance 

price. Within a multi‑regional framework, this enables 

coordinated optimization of carbon costs across regions: one 

region may sell surplus allowances, while another purchases 

to sustain necessary high‑emission production. Thus, the 

model captures how the market allocates scarce emission 

rights efficiently across regions. Let ηz.BUY be the CO₂ purchase 

price and WBUY,ZP2,(s) the purchased quantity; the cost is: 

 

( ) ( )
2

24

, , ,

1

z BUY z BUY BUY ZP

s

D s W s
=

=   (15) 

 

Combining the six components into a unified operating‑cost 

objective yields a decision environment that fully responds to 

carbon price signals. The composite objective no longer 

targets only traditional procurement and maintenance 

minimization; it internalizes carbon trading as a core decision 

variable, forcing simultaneous consideration of direct 

expenditures and compliance costs at every dispatch step. This 

structure reveals the interaction among carbon price, fuel 

prices, and technology costs, including the thresholds at which 

strategies shift from “buy allowances,” to “invest in CCS,” and 

eventually to “fully transition to renewables.” 

For the carbon trading cost objective, the model first assigns 

free allowances to the system, emulating common real‑world 

practices (e.g., grandfathering or benchmark allocation) to set 

a fair and operational starting point. Economically, free 

allocation tempers initial compliance shocks, improving 

policy feasibility. In the multi‑regional model, free allocation 

to each region or major emitter establishes a “carbon budget.” 

Let σCAP, σHS and σHYdenote allowance coefficients for coal 

units, gas turbines, and gas boilers, respectively, and OHS(s), 

OHY(s) their time‑indexed outputs; then 

 

( ) ( )

( ) ( )

( ) ( )

,

,

,

CAP x CAP CAP

HS x HS HS

HY x HY HY

R s O s

R s O s

R s O s







 =


=


=

 (16) 

 

Summing individual allocations yields the system‑wide cap, 

i.e., a policy‑driven upper bound on emissions. This cap is the 

key lever in cap‑and‑trade, creating scarcity in emission rights. 

Varying the cap level enables analysis of how policy 

stringency affects operating strategies, total cost, and 

interregional energy flows. The system cap is: 

 

( ) ( ) ( ) ( ) ( ), , , ,TO CAP x HS x HY x GR xR s R s R s R s R s= + + +  (17) 

 

By mass conservation and stoichiometry, decision variables 

map to emissions via fuel‑specific emission factors, computed 

by device and by region. Let εHS and εHY be emission factors 

for gas turbines and gas boilers, and εGR the emission factor for 

purchased electricity; then 

 

( ) ( )

( ) ( )

( ) ( )

,

,

,

HS x HS HS

HY x HY HY

GD x GD GR

Z s O s

Z s O s

Z s O s







 =


=


=

 (18) 

 

Aggregating emissions across devices and regions gives 

total system emissions, a quantity directly comparable to the 

cap. This comparison triggers trading behavior: if total 

emissions are below the cap, the system is a net seller of 

allowances and earns revenue; otherwise, it is a buyer and 

incurs cost. This accounting links physical emissions to market 

outcomes: 

 

( ) ( ) ( ) ( ) ( )
2, , , ,

F

TO CAP ZP HS x HY x GR xZ s W s Z s Z s Z s= + + +  (19) 

 

Eq. (20) defines the net trading volume of emission rights 

as the difference between total emissions and the system cap, 

with sign indicating net purchase (positive) or net sale 

(negative). While (20) represents the system’s net position 

with the external market, the model can also emulate 

interregional trades internally; the net value summarizes all 

internal and external transactions and reflects compliance 

status under carbon constraints: 

 

( ) ( ) ( )TO TO TOS s Z s R s= −  (20) 

 

Let η denote the baseline carbon price, m the price‑tier 

interval, β the increment per tier, and σ the abatement 

compensation coefficient. The carbon trading cost—which 

completes the internalization of environmental externalities 

into explicit, quantifiable cost—is: 

 

( )

( )

( )

( )

( )( ) ( )

( )( ) ( )

( )( ) ( )

2

1 4 , 3

1 3 , 3 2

1 2 , 2

1 , 0

,0

1 1 , 2

1 2 2 2 2 ,2 3

1 3 3 3 3 ,3

TO TO

TO TO

TO TO

TO TO

TO TO
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 (21) 

 

Here, the carbon price is a core policy variable determining 

the economic penalty of emissions. With this cost term, carbon 

trading ceases to be an exogenous, vague constraint and 

becomes a concrete component of the objective, co‑optimized 

alongside fuel and O&M costs. 

Finally, the total optimization objective includes both 

carbon trading and operating costs to realize genuine 

economic-environmental co‑optimization. Each dispatch 
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decision simultaneously weighs direct economic outlays and 

compliance costs: 

 

( )1 2D MIN D D= +  (22) 

 

The model constraints fall into the following categories: 

1) Load balance constraints. 

At every time and in every region, the sum of electric and 

thermal outputs must meet the corresponding loads. This 

guarantees physical feasibility and fixes demand so that 

differences across carbon pricing scenarios arise purely from 

supply‑side shifts, clarifying how carbon trading drives 

low‑carbon transitions. Let MLO(s) and OLO(s) denote thermal 

and electric loads; OHS,g(s) and OHY(s) denote thermal outputs 

of gas turbines and gas boilers; OHS,r(s) and OQS(t) denote 

electric outputs of gas turbines and wind units. Then 

 

( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

,

, , ,

LO HS g HY

LO CAP r TO HS r QS GR

M s O s O s

O s O s O s O s O s

= +

= + + +
 (23) 

 

2) Device operating constraints. 

These capture thermodynamic characteristics and 

operational flexibility (e.g., the energy‑consumption-

capture‑rate curve of CCS plants, the conversion efficiency 

and cycling limits of P2G). They translate physical limits and 

dynamics into mathematical bounds so that dispatch 

instructions are technically implementable. Carbon prices 

influence these operating states—higher prices incentivize 

CCS loading and P2G absorption of renewables. Let O(s) and 

O(s-1) denote device outputs at time s and s−1, and EUP and 

EDO the ramp‑up and ramp‑down limits; then 

 

( ) ( )1DO UPE O s O s E−  − −   (24) 

 

3) Unit output constraints. 

Lower bounds reflect minimum stable generation; upper 

bounds are rated capacities. These limits shape system 

flexibility and marginal abatement cost, especially under load 

fluctuations. The constraints are: 
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
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

 
  

 (25) 

 

4) Interconnector constraints. 

These define the spatial dimension of the model by limiting 

interregional power transfer capacities. They determine the 

physical feasibility of shifting carbon responsibility across 

space. Under carbon trading, heterogeneous marginal 

abatement costs across regions interact with transfer limits to 

shape optimal cross‑regional coordination. The constraints 

are: 

 

, , , , ,u k MIN u k u k MAXd d d   (26) 

 

5) Natural gas system constraints. 

A physically consistent gas network—parallel to the power 

and heat networks—is modeled per fluid mechanics to ensure 

hydraulic feasibility and safety. As the hub of power-gas-heat 

coupling, gas network capability and dynamics affect 

dispatchability of gas‑linked devices and the integration of 

P2G production and storage. Let Xh be the gas‑network 

incidence matrix, d the segment mass flow, and dw the nodal 

mass flow; nodal flow balance is: 

 

h wX d d=  (27) 

 

Let de be steady‑state segment flow, Je the pipeline constant, 

and tuk the flow direction; the pressure-flow relation is: 

 

( )2 2

e e uk uk u kd J t t o o= −  (28) 

 

Let nodal pressure bounds be ou,MAX and ou,MIN; the nodal 

pressure constraint is: 

 

, ,u MIN u u MAXo o o   (29) 

 

Let gas‑well output bounds be dt,MAX and dt,MIN; the 

gas‑supply constraint is: 

 

, ,t MIN t t MAXd d d   (30) 

 

 

3. EXPERIMENTAL RESULTS AND ANALYSIS 

 

A test system comprising three representative energy 

regions is constructed, interconnected via power and district 

heating networks. Region A is equipped with coal-fired CHP 

units characterized by high carbon emissions and serves as the 

base-load energy provider. Region B primarily relies on gas 

boilers and wind power for flexible, low-carbon supply. 

Region C is rich in zero-carbon industrial waste heat. 

Interregional energy exchange is enabled through power 

interconnectors and cross-regional heating pipelines. Coupling 

technologies, such as power-to-gas (P2G) and carbon capture 

systems, are deployed at key nodes. The schematic layout of 

the test system is shown in Figure 3. 

To systematically assess the operational impact of different 

carbon trading policy types, relevant experiments were 

conducted. Table 1 presents the results. Comparing the base 

case with fixed carbon price and tiered carbon price scenarios 

reveals that introducing carbon trading significantly alters the 

system’s economic operation. Under the fixed carbon price 

scenario, total system operating cost decreased by 16.7% and 

carbon emissions by 9.7%, indicating that internalizing carbon 

costs compels the system to adjust unit commitment and 

increase low-carbon output. In the tiered carbon price 

scenario, the system achieved ¥128,745 in carbon revenue and 

further reduced total cost to ¥1,378,852, with a 21.4% 

reduction in carbon emissions. This tiered incentive 

mechanism activates deeper emission reduction potential, 

prompting the system to seek cost-optimal low-carbon 

strategies while satisfying energy demand. The results suggest 

that carbon trading policies—especially tiered pricing 

mechanisms—effectively guide shifts in system dispatch 

strategies, enhancing both economic performance and 

environmental sustainability, with tiered pricing 

outperforming flat pricing in incentive effectiveness. 
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Figure 3. Topological structure of the test case for the multi-regional energy system 

 

Table 1. Comparison of optimization results under different types of carbon trading policies 

 
Indicator Scenario 1: Baseline Scenario 2: Fixed Carbon Price Scenario 3: Tiered Carbon Price 

Economic Indicators (CNY) 

Electricity Purchase Cost 353,725 315,871 285,634 

Natural Gas Purchase Cost 933,034 967,346 1,025,683 

Coal-Fired Unit Cost 208,527 205,971 185,324 

Wind and Solar Curtailment Penalty 12,216 11,488 8,956 

Carbon Trading Cost 0 52,880 -128,745* 

Total System Operating Cost 1,815,032 1,512,367 1,378,852 

Environmental Indicators 

Total System Carbon Emissions (t) 2,704 2,442 2,125 

Carbon Intensity (kgCO₂/CNY) 1.49 1.61 1.54 

 

Table 2. Comparison of optimization results between coordinated and independent multi-regional operation 

 

Indicator 
Scenario 4: Independent Operation + 

Tiered Carbon Price 

Scenario 5: Regional Coordination + Tiered 

Carbon Price 

Economic Indicators (CNY) 

Electricity Purchase Cost 285,634 242,107 

Natural Gas Purchase Cost 1,025,683 892,451 

Coal-Fired Unit Cost 185,324 165,892 

Wind and Solar Curtailment Penalty 8,956 5,247 

Carbon Trading Cost -128,745* -152,633* 

Total System Operating Cost 1,378,852 1,153,064 

Environmental Indicators 

Total System Carbon Emissions (t) 2,125 1,863 

Interregional Heat Transfer (GJ) 0 892 
 

Further analysis examines the additional value generated by 

introducing coordinated operation across regions, as opposed 

to independent operation. Table 2 summarizes the findings. 

Comparing Scenarios 4 and 5 under identical tiered carbon 

pricing reveals that interregional heat transfer increased from 

0 to 892 GJ, indicating a reallocation and optimized use of 

energy across space. This cross-regional synergy reduced total 

system cost by 16.4% to ¥1,153,064 and cut emissions by 
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12.3% to 1,863 tons. The data confirms that removing regional 

silos allows the system to leverage resource endowments—for 

example, surplus renewables in one area can replace high-

carbon energy in another—leading to overall Pareto 

improvements. The conclusion is that multi-regional 

coordination and carbon trading policies have strong synergy. 

Together, they enhance emission reduction potential and 

reduce system-wide cost through spatial energy optimization, 

offering a critical pathway for large-scale low-carbon 

transitions. 

 

Table 3. Impact of key technology configurations on system optimization results 

 
Indicator Scenario 6: Baseline Configuration Scenario 7: With Additional P2G Deployment 

Economic Indicators (CNY) 

Electricity Purchase Cost 315,871 358,924 

Natural Gas Purchase Cost 967,346 852,163 

Coal-Fired Unit Cost 205,971 198,652 

Carbon Trading Cost 52,880 -85,262* 

Total System Operating Cost 1,512,367 1,325,481 

Environmental Indicators 

Total Carbon Emissions (t) 2,442 1,895 

Renewable Energy Utilization Rate (%) 86.5 94.2 

 

This section analyzes the differential impact of low-carbon 

technologies such as P2G and carbon capture on system 

performance. Table 3 shows that adding P2G significantly 

increased renewable energy utilization from 86.5% to 94.2%, 

generated ¥85,262 in revenue from surplus carbon allowances, 

and reduced total emissions by 22.4%. This demonstrates that 

P2G effectively addresses the volatility and curtailment 

challenges of renewable energy by converting energy carriers 

and creating economic value. In contrast, carbon capture 

achieved the lowest emissions (1,756 tons), but its high energy 

consumption raised coal-fired unit costs and total system cost, 

slightly undermining economic viability. In conclusion, 

electricity-gas coupling technologies like P2G offer cost-

effective low-carbon pathways by improving flexibility, 

enhancing renewable integration, and enabling deep 

decarbonization. Carbon capture is highly effective in 

emission reduction but requires solutions to mitigate its energy 

penalty and economic burden. 

 

 
 

Figure 4. Impact of ORC capacity share on system cost and 

carbon trading performance 

 

The study further explores how different installed capacities 

of Organic Rankine Cycle (ORC) waste heat power generation 

influence economic and carbon trading outcomes in a multi-

regional system. As shown in Figure 4, increasing ORC 

capacity from 20% to 40% clearly reduces total system cost. 

This results from ORC’s ability to recover low-grade heat from 

industrial processes and CHP flue gas, improving 

thermodynamic efficiency and reducing reliance on costly 

electricity imports and natural gas. At the same time, the 

additional clean electricity displaces fossil-based generation, 

decreasing emissions and carbon trading costs. In some cases, 

increased ORC penetration even results in carbon revenue. 

However, when ORC capacity exceeds 50%, total cost rises 

again, indicating that the increase in capital and O&M costs 

outweighs marginal fuel and carbon savings. The results 

indicate an optimal ORC deployment level that balances 

thermodynamic efficiency gains against economic cost, 

providing quantitative guidance for planning low-carbon 

technologies in multi-regional systems. 

 

 
 

Figure 5. System-level impact of tiered carbon pricing on 

cost and carbon emissions 

 

To quantify the system-level impacts and critical thresholds 

of tiered carbon pricing—a key policy variable—experiments 

were conducted. As shown in Figure 5, when carbon prices 

remain below ¥250/ton, system cost rises gradually while 

emissions decline slowly, indicating that low prices are 

insufficient to trigger operational changes. Once the first tier 

threshold is exceeded, emissions drop sharply and costs 

increase more rapidly, showing that carbon cost has become a 

dominant factor in dispatch decisions. The system responds by 

investing in or dispatching more low-/zero-carbon resources, 

raising cost but improving emissions. When prices exceed 

¥500/ton (second threshold), emissions plateau while total cost 
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spikes, as high trading costs or clean energy investment 

dominate. This suggests diminishing marginal abatement 

returns. The conclusion is that tiered carbon pricing effectively 

drives emission reductions, but economic cost rises 

nonlinearly. There exists a critical pricing window where 

carbon price adjustments yield the best economic-

environmental balance, offering a key reference for fine-

tuning carbon trading policy. 

 

 
(a) Before optimization 

 
(b) After optimization 

 

Figure 6. Impact of multi-regional co-optimization on 

regional load and carbon reduction under carbon trading 

policy 

 

Finally, the proposed framework’s effectiveness in 

responding to carbon pricing, improving system flexibility, 

and enhancing emission reductions is validated. As shown in 

Figure 6, prior to optimization, the system showed weak 

responsiveness to carbon price signals, and its 

charging/discharging behavior was poorly aligned with the 

spatiotemporal distribution of emissions. After coordinated 

optimization, energy storage strategies were highly 

synchronized with carbon price dynamics: heat was released 

during high-price periods to reduce reliance on costly, carbon-

intensive external energy, and thermal energy was stored 

during low-price periods. This strategy significantly increased 

net regional carbon reduction during peak load hours and 

reduced total operating cost by lowering carbon expenditures, 

all while ensuring thermal comfort. The conclusion is that the 

proposed co-optimization framework effectively mobilizes 

distributed thermal inertia resources to participate in carbon 

markets. It transforms carbon price signals into actionable 

dispatch instructions, enabling significant improvements in 

both carbon performance and economic efficiency while 

maintaining energy service reliability. 

 

 

4. CONCLUSION 

 

This study presents a systematic investigation of a 

thermodynamics- and economics-based collaborative 

optimization model for multi-regional energy systems, 

developing a two-stage framework that integrates thermal 

network physical constraints with carbon trading economic 

mechanisms. The research includes the following key 

components: First, by conducting multi-regional thermal 

power flow analysis, determining initial flow rates, and 

minimizing total heat supply, the study establishes a 

thermodynamically efficient foundation for system operation 

and accurately quantifies energy transmission losses. Second, 

based on this physical groundwork, a collaborative 

optimization model is formulated to minimize both operating 

costs and carbon trading costs, enabling a system-wide 

analysis of multi-energy coupling among electricity, heat, and 

gas, as well as dynamic interregional energy exchanges. 

The results clearly demonstrate that tiered carbon pricing 

policies outperform fixed carbon prices in stimulating deeper 

emission reductions. Specifically, within the carbon price 

range of ¥250-¥500 per ton, the system achieves an optimal 

balance between economic cost and environmental benefit. 

Furthermore, compared with independent regional operation, 

multi-regional coordinated optimization reduces total system 

cost by 16.4% and carbon emissions by 12.3%, underscoring 

the substantial value of breaking regional boundaries for 

spatial energy reallocation. Additionally, key low-carbon 

technologies such as P2G show significant advantages in 

enhancing renewable energy absorption and generating carbon 

trading revenue. 

The primary academic contribution of this study lies in the 

proposal of a “physics-first, economics-driven” modeling 

paradigm, which offers a robust quantitative analysis tool and 

decision-support framework for the fine-tuned design and 

performance evaluation of carbon trading policies in complex 

multi-regional energy systems. 

Nevertheless, some limitations remain. For example, the 

dynamic characteristics of thermal networks are simplified to 

ensure tractability; the model does not fully capture the 

strategic interactions among multiple market participants 

within the carbon market; and it assumes perfect market 

information and execution capability. Future research should 

focus on the development of fully coupled thermo-hydraulic 

dynamic models to enhance physical realism, the 

incorporation of game-theoretic or agent-based approaches to 

study multi-agent coordination under imperfect information, 

and the expansion of temporal scales to encompass both 

medium- and long-term infrastructure planning alongside 

short-term operations. These extensions will further refine the 

theoretical framework and practical roadmap for the low-

carbon transition of multi-regional energy systems. 
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