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Hallucinations in AI-generated text undermine reliability in critical contexts. In order 

to distinguish between accurate and hallucinated results, this paper proposes a Support 

Vector Machine (SVM) classifier employing a custom semantic kernel. A dataset of 

AI-generated texts has been compiled and annotated using the proposed methodology. 

This methodology also created semantic features of term frequency-inverse document 

frequency (TF-IDF), transformer embeddings and syntactic indicators and applied a 

hybrid kernel that combines lexical overlap, radial basis function (RBF) and cosine 

similarity. In addition to accuracy, precision, recall and F1-score were used to evaluate 

the models, including the Custom-Kernel SVM, Logistic Regression, Random Forest 

and Naïve Bayes. The Custom-Kernel SVM outperformed the baseline classifiers with 

remarkable results: Accuracy = 98.57%, Precision = 0.99, Recall = 0.96 and F1 = 

0.9745. Error analysis reveals persistent confusion in distinguishing non-hallucinated 

class instances with minor semantic differences. Hallucination detection is greatly 

improved by a semantic-aware custom kernel. Future work will explore adaptive 

kernels for real-time implementation and extend this methodology to other domains. 
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1. INTRODUCTION

The term hallucination is derived from the Latin word 

alucinari which defined as the generation of coherent but 

factually inaccurate or logically inconsistent information is 

now acknowledged as a fundamental failure mode of large 

language models (LLMs) [1, 2]. LLMs are especially harmful 

when used for knowledge-intensive tasks like writing 

scientific papers, legal documents or medical advice because 

even one false statement can undermine user confidence and 

have practical repercussions [3]. The phenomenon has been 

lessened but not completely eliminated by conventional 

mitigation techniques such as real-time internal-state detectors 

[4] entropy-based self-evaluation and retrieval-augmented

generation (RAG) which bases responses on external evidence

[5]. According to recent surveys on hallucinations often differ

from accurate text only in subtle semantic cues, which poses a

continuous research challenge for automatic detection [6].

Given these concerns in a time when AI is progressively 

becoming a widely utilised instrument for accessing 

information its convenience often entails a substantial cost. 

Vera Jourova, the vice-president for Values and Transparency 

of the European Commission recently expressed that AI tools 

present new obstacles in combating disinformation. 

Disinformation is the deliberate dissemination of false 

information with the intention to deceive individuals. The 

significance of media literacy becomes evident when there is 

a potential for AI systems to generate plausible but false 

answers resulting in hallucinations. AI hallucination refers to 

the occurrence when artificial intelligence produces a highly 

persuasive yet entirely fabricated response. OpenAI’s 

documentation openly acknowledges the possibility of 

ChatGPT, a prominent AI language model producing 

responses that may appear plausible but are actually 

nonsensical or factually incorrect. What is concerning is that 

numerous individuals may experience this phenomenon 

without being aware of it. The users rely on AI systems to 

deliver precise and dependable information, thereby exposing 

ourselves to the inadvertent dangers of accepting that it is 

misinformation. To ensure the accuracy and credibility of the 

information they access, it is crucial to acknowledge the 

presence of AI hallucination and approach AI-generated 

content with a skeptical mindset and dedication to critical 

thinking [7]. The rise of AI-powered text generation promises 

a future of effortless content creation personalized narratives 

and efficient communication but underlying within 

hallucinations. These occur when AI models despite fluency 

and coherence fabricate information departing from factual 

accuracy or the provided prompt. By understanding and 

addressing this phenomenon is crucial for the responsible 
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development and application of AI language tools [8]. 

Hallucinations also refer to the issue of generated 

summaries by AI models being fluent but lacking faithfulness 

to the original document. These hallucinations are particularly 

problematic in neural models for abstractive summarization, 

where the generated summaries may deviate from the actual 

content of the source document. The reliability of AI-

generated summaries is compromised when they contain 

hallucinations, as they do not accurately represent the 

information in the original document [9]. 
 

1.1 Limitations of current detection methods 
 

Existing methods are predominantly utilizing either 

lightweight lexical features processed by classical classifiers 

or end-to-end neural scorers integrated with the LLMs. Lexical 

approaches overlook deeper semantic inconsistencies, 

whereas neural scorers entail significant inference costs and 

present challenges in interpretation [4]. And conventional 

support-vector-machine pipelines utilize generic linear or 

radial-basis kernels, which are inadequate for capturing the 

layered semantics of contemporary text generation [10]. As a 

result, a computationally efficient detector that can firstly 

integrate lexical, syntactic and deep-semantic signals secondly 

generalize across domains and finally provide interpretable 

decision boundaries remains absent in widespread use. 
 

1.2 Research gap 
 

Custom Support Vector Machine (SVM) kernels that are fit 

to the semantic properties of hallucinated versus factual prose 

have not been explicitly studied in any prior research. As the 

current methods either fine-tune large transformer detectors or 

use post-hoc neural modules for factuality assessment and 

both of which increase system complexity and carbon 

emissions. While utilizing rich feature spaces and a kernel-

engineering approach might provide a lightweight substitute 

that maintains the strong generalization guarantees of margin-

based learning. 
 

1.3 Objective and approach 

 

A hybrid semantic kernel that linearly combines three 

similarity measures:  

• Cosine similarity between sentence-level transformer 

embeddings. 

• Radial-basis proximity within that embedding space. 

• TF-IDF lexical overlap. 

The kernel is paired with a feature extractor that 

concatenates BERT embeddings, TF-IDF vectors and shallow 

syntactic statistics. This work evaluating the resulting 

classifier on a curated corpus of AI-generated passages 

labelled for hallucination and comparing against logistic 

regression, Random Forest, Naïve Bayes and a fine-tuned 

small LLM. 

 

1.4 Contributions 

 

This paper makes three contributions: 

1) Hallucination detection using a custom semantic kernel 

by using a formal kernel created to simultaneously model 

lexical and deep-semantic similarities which is presented in 

this work. 

2) A feature pipeline that is fully and comprehensible 

surface form and latent meaning are both successfully 

captured in a single vector space by combining transformer 

embeddings, TF-IDF weights and syntactic cues. 

3) The suggested SVM outperforms both neural and 

classical baselines and reducing inference costs by more than 

70% while achieving an accuracy of 98.6% and a F1-score of 

0.974 across multiple domains. 
 

 

2. RELATED WORK 
 

The word of hallucination identification in AI-generated 

text has recently been considered a crucial research area in 

natural language processing (NLP) and machine learning. 

Hallucinations are defined as situations where a model has text 

generation events that deviate from the input or context 

leading to the production of fake information or text 

incoherence. While many efforts have been directed at 

understanding and correcting current inaccuracies to make AI 

models more reliable and accurate, especially in holding 

critical positions accountable, such as medical diagnosis, legal 

advice, and content generation. One good way of 

understanding and explaining hallucinations is to use model 

introspection to examine the conditions that precede 

hallucinatory experiences. Indeed, several studies have 

empirically shown that hallucinations may be triggered by a 

variety of factors ranging from training conditions, data noise, 

and the intrinsic limitations of model architectures such as 

Transformers. Some of these hallucinations have been related 

to training samples in the long tail, which Transformer models 

tend to memorize; others have been attributed to corpus-level 

noise or semantic differences between the source and target 

texts in MT tasks. It is to be noted that model introspection 

techniques have been employed to analyze the decoding 

behavior of models. This allows the detection of abnormal 

patterns of contributions of source tokens which may indicate 

the presence of hallucinations. Such an approach is shown to 

exceed the model-free comparison points and classifiers 

dependent on quality assessment scores. It gives a more stable 

solution to changes in the domain and a more accurate 

identification of hallucinations [11]. 

Hallucination annotation and classification detection 

models need human judgment for accuracy and reliability. Liu 

et al. [12] have put forward an annotation model that can 

integrate with the active learning principle. The model is 

focused on how to quantify the magnitude and complexity of 

annotating a large volume of perturbed text. This process 

entails selecting data subsets for annotation to ensure a 

balanced distribution of trivial data with and without a 

hallucination. The research aims to select non-trivial cases to 

increase the model’s training and evaluation efficiency. 

Among the methods, this design ensures that high-quality data 

is used in building and testing hallucination detection models, 

vigorously representing the challenges that can be met in real 

life. 

It has also done research into specific applications like 

Question-Answering systems that aim at measuring the 

accuracy of the responses generated as an answer to the 

inputted query. QA methods focus on using ensemble and 

adaptive ensemble retrieval techniques in selecting better and 

broader contextual information for generating answers. And 

delve deeper into the analysis of hallucinations by studying 

how different retrieval techniques affect the accuracy and 

reliability of the responses thrown out by AI. The work 

manually categorized the response given based on the type of 

support, conflict, or neutrality expressed about the context 
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provided. It helps in understanding more clearly the 

hallucinations in specific domains [13]. 

Badathala and Bhattacharyya [14] gave an excellent 

presentation on the detection of hallucinations and metaphors 

in NLP. This couldn’t be timelier in terms of preserving the 

reliability and efficiency of language generation systems. The 

state-of-the-art literatures, datasets and methodologies are 

surveyed in this field of research explicitly exposing a dire 

need for practical solutions that could efficiently identify and 

mitigate these language phenomena. It thus seeks to provide 

knowledge to propagate further research efforts toward 

increasing the accuracy of NLP systems when handling rare 

linguistic phenomena. In this regard, it introduces UNIHD, a 

versatile framework for identifying hallucinations arising from 

multimodal LLMs [14]. 

Guerreiro et al. [15] focused on the frequency and attributes 

of hallucinations within machine translation, specifically in a 

multilingual setting. It also gives a standardized benchmark for 

the performance measurement of hallucination detection 

approaches. UNIHD knows to make use of additional tools 

during the process of verifying hallucinations which places it 

above individually taken previous attempts since it would 

surpass them because of coverage regarding types of target 

hallucinations and detailed detection. Extensive experiments 

prove UNIHD is very effective in improving the reliability of 

LLMs by detecting and reducing hallucinations across 

modalities and tasks [16]. 

The study of hallucinations is inducted in more than 100 

language pairs it contrasts the quality of M2M neural machine 

translation models against GPT LLMs. The main findings 

point out that hallucinations do differ according to the 

availability of resources. Besides, one more thing highlighted 

is the rather distinctive properties LLMs have with respect to 

generated hallucinations different from NMT models. It 

emphasizes the risk of reducing hallucinations with model size 

going up is tricky. Besides other models or different backup 

systems should be used to improve translation quality and 

reduce hallucinations. It opens new perspectives on tackling 

hallucinations in translation tasks concerning other languages 

and fields [16]. 

Prior work either addresses multimodal hallucinations, 

creates task-specific benchmarks or investigates internal 

model states. However few studies combine custom kernel 

design and semantic feature engineering for guided detection. 

By combining transformer-based embeddings with a novel 

SVM kernel the designed approach directly overcomes this 

shortcoming and improves on entropy-based and tool-

augmented detectors reported in recent studies. 

Salman et al. [17] have proposed an enhanced support 

vector machine framework tailored for the specific purpose of 

Wireless Body Area Networks within the healthcare sector. In 

their integration of kernel-based independent component 

analysis and extensions of the support vector machine and 

their system effectively distinguished trusted and untrusted 

nodes within sensitive patient-monitoring scenarios. The 

enhanced support vector machine exhibited considerably 

superior classification performance over classical methods and 

therefore highlights the adaptability of the support vector 

machine when the coupled with specially tailored kernels and 

feature extraction methodologies.  

Jasim et al. [18] have applied support vector machine to 

predict cost and schedule performance by using 83 project 

reports as training data. the model was built with kernels 

ranging from polynomial and radial basis function and 

recorded high correlation coefficients up to a value of 98.2% 

and minimal error parameters, so extending beyond the 

established techniques of estimation. This underlines the 

excellence of SVMs in addressing multi-variable complicated 

project data and giving project managers precise performance 

forecasting tools that enhance the process of decision-making 

under the condition of high risk for buildings.  

 

 

3. METHODOLOGY AND IMPLEMENTATION 

 
A supervised machine learning technique, identifies 

decision boundaries to categorize data points based on prior 

classification. It thrives on complex data, transforming it to 

higher dimensions for clearer distinction. Focusing on key data 

points close to the boundary it excels in prediction accuracy 

making it valuable in domains like face recognition, 

bioinformatics, and image processing [19, 20]. 

The used machine learning algorithm in this project is a 

Modified SVM for classification amongst accurate and created 

AI-generated text. SVM has been used because it can process 

high-dimensional data and it is very efficient in binary 

classification problems, hence making it appropriate for text 

classification issues. 

One of the strengths of SVMs is their effectiveness in high-

dimensional spaces; hence, they are quite suitable for text 

classification tasks that usually have large numbers of 

dimensions in their feature spaces. SVMs can handle cases 

where the cardinality of the features is larger than the number 

of samples. It is also more flexible as one can use a custom 

kernel function that potentially has very fine-tuned properties 

for hallucination detection. This flexibility thus serves to 

model very complex patterns and correlations in data which 

otherwise might have been discarded by other algorithms. 

The ability to maintain the same level of performance with 

new unseen data is very important. SVMs attempt to build a 

decision boundary that maximizes separation from classes, 

therefore enhancing their own ability to classify new unseen 

data. This property is useful in cases like hallucination 

classification where differences between categories can be 

very discrete. The fact that the project is creating tailored 

kernels, optimized explicitly for textual data, makes it much 

more scalable and allows it to benefit from insights based on 

language and semantic awareness that might otherwise elude 

generic algorithms in an SVM. These techniques include 

TFIDF and word embeddings, which transform text data into 

large-dimensional feature spaces. Besides some features 

specialized in catching minute details typical in hallucinations 

are also used. These features form input vectors for the SVM. 

Specialized SVM kernels are designed to handle the 

complexity of textual data and clearly define the identification 

of hallucinations.  

These are specifically engineered to improve the 

measurement of similarities in the feature space by accounting 

for semantic relationships and other text-specific 

characteristics. 

SVM gets trained for classification using labeled data, 

whereby every instance is assigned the category “accurate” or 

“hallucinated.” Training will involve finding the best 

hyperplane separating the two classes in the feature space and 

maximizing the distance between them. This will result in a 

model that can quite rightly categorize unseen examples of text 

with a high degree of confidence. After the training phase, the 

model’s performance is benchmarked with different metrics 
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such as accuracy, precision, recall, and the F1-score. This will 

give information on how to improve the model by enhancing 

its feature extraction methods and kernel function to improve 

its predictive accuracy. Figure 1 and Figure 2 show the design 

of the system. 

 

 
 

Figure 1. Feature extraction 

 

 
 

Figure 2. Custom SVM kernel definition 

 

 
 

Figure 3. Data collection and preprocessing 

3.1 Data collection and preprocessing 

 

Gathering and labeling data is the minimum prerequisite for 

building a machine learner. The requisite preconditions to this 

however a robust dataset containing AI-generated texts that 

will accurately reflect all sorts of content types the model is 

liable to encounter in real-life situations and that each of these 

texts be classified as either ‘accurate’ meaning they contain 

factual and coherent pieces of information or ‘hallucinated’ 

meaning they contain inaccuracies, fabrications or illogical 

statements. This is an essential step toward training your 

model to make exact distinctions between these two 

categories. 

Figure 3 shows how data preprocessing is the process 

through which raw text data goes in refinement such that it 

helps in feature extraction and model building. Some of these 

processes involve several kinds of cleaning operations in 

which there will be an elimination of superfluous symbols 

standardization of format in text and tokenization. It’s a 

process of breaking down the text into words or sentences 

thereby reducing the complexity of features inherent in textual 

data to make it more amenable for a model to learn. 

 

3.2 Semantic feature engineering 

 

Tokenization, noise reduction and lowercase presentation 

are applied to the text. And to capture the importance of terms 

TF-IDF is used to represent lexical features. By using the 

classify token (CLS) token embedding as a representation of 

the sentence vector, semantic features are extracted from a pre-

trained transformer model (BERT-base). It is optional to add 

syntactic cues like dependency depth and part-of-speech 

ratios. Before kernel computation and all feature groups are 

concatenated and z-normalized. 

Feature extraction is a process to convert text into a format 

that a machine learning model can easily understand. Methods 

such as TF-IDF establish the importance of words within 

documents and word embeddings represent semantic 

relationships between words. It is in this regard that increasing 
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the scope of analysis through the molding of specialized 

functionalities for the detection of hallucinations like 

measurements for the amount of accurate information the 

logical consistency of the narrative and how far it strays from 

facts deepens the analysis the model could deliver. In these 

ways a comprehensive methodology allows a more complete 

assessment of the credibility of such content. 

 

 
 

Figure 4. SVM classifier training 

 

This can be done much better by tailoring the kernel in the 

SVM to the peculiar characteristics of textual data. In this way 

it can exploit a text-similarity metric or directly integrate 

constructed features into a kernel for increased discriminative 

power of an SVM between original and faked texts based on 

complicated patterns in the data. SVM classification requires 

training a model on a labeled as can be seen in Figure 4. 

Dataset that differentiates between accurate and 

hallucinated texts. This involves the proper selection of kernel 

to be it linear RBF or custom optimization of extra 

hyperparameters like the regularization parameter and in the 

case of RBF the kernel coefficient. The experiments are 

conducted to obtain the best setting as the choice of kernel and 

parameters has a significant effect on performance. Evaluation 

of the model is necessary to understand its efficiency. 

Accuracy, precision, recall, and F1 score are some of the 

metrics which provide different perspectives towards 

performance including overall correctness ability to correctly 

classify hallucinations, and trade-off between precision and 

recall. K-fold cross validation strengthens it by testing the 

model on subsets of the data. 

 

3.3 Model training and validation 

 

Enhancing the model as seen in Figure 5 and Figure 6 is a 

repetitive procedure that entails modifying the feature set and 

SVM parameters according to evaluation feedback. Possible 

approaches to improve accuracy and generalizability to 

unfamiliar texts include optimising feature extraction 

processes adjusting the SVM kernel or augmenting the dataset.  

Characterized by the incorporation and implementation of 

developed ideas this transition step from development into 

practical use is ensured by integrating a trained model into 

NLP pipelines or applications. This will guarantee consistent 

and very accurate processing of new texts to identify 

hallucinations. Through this means, users or systems can 

effectively tell between authentic and counterfeit content in 

real-life situations can be seen in Figure 7 and Figure 8. 

 

 
 

Figure 5. Model evaluation 

 

 
 

Figure 6. Model refinement 
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Figure 7. Cross-validation 

 

The formal derivation that makes explicit how the hybrid 

kernel integrates lexical and deep-semantic similarity based 

from references [21-26]. Let 𝜙[𝐵𝐸𝑅𝑇](𝜒) ∈ ℝ768  the 

sentence-level embedding of document 𝜒  obtained from a 

pretrained BERT encoder. 𝑉𝑇𝐹𝐼𝐷𝐹(𝜒)  shows the sparse TF-

IDF vector, and define the hybrid semantic kernel as the 

following: 

 

𝐾ℎ𝑦𝑏𝑟𝑖𝑑(𝜒, 𝜒′) = 𝜆1 cos(𝜙𝐵𝐸𝑅𝑇(𝜒), 𝜙𝐵𝐸𝑅𝑇(𝜒′)) +

𝜆2𝑒𝑥𝑝[−𝑦 ||𝜙𝐵𝐸𝑅𝑇(𝜒), 𝜙𝐵𝐸𝑅𝑇(𝜒′)||2] +
𝜆3(𝑣𝑇𝐹𝐼𝐷𝐹(𝜒), 𝑣𝑇𝐹𝐼𝐷𝐹(𝜒′))  

 

where, 𝛾 > 0 controls the bandwidth of the radial term. 

• Term 1 — cosine kernel 

cos()  measures angular proximity between BERT 

embeddings and emphasising deep-semantic similarity. 

• Term 2 — RBF kernel 

exp [−𝛾|| ||2] that imposes a local smoothness prior in the 

same embedding space and mirroring the classical RBF kernel. 

• Term 3 — linear kernel 
(𝑣𝑇𝐹𝐼𝐷𝐹(𝜒), 𝑣𝑇𝐹𝐼𝐷𝐹(𝜒′))  captures lexical overlap 

through the standard inner product on sparse TF-IDF features. 

 

 
 

Figure 8. Deployment 
 

3.4 Detection of hallucinations 
 

Labeling protocol is a passage contains “hallucinated” facts 

that cannot be verified or that contradict the prompt or context 

and it is considered hallucinated or if not, it is considered 

accurate. Two annotators independently labeled each instance 

and adjudication was used to settle disputes. Prediction 

workflow as previously mentioned features are extracted from 

a new text then run through the trained SVM and the class with 

the highest decision score is determined. 

 

 

Table 1. Comparison of non-hallucinated vs hallucinated datasets 

 

Aspect Non-Hallucinated Dataset Hallucinated Dataset 

Language Style Technical and precise, with occasional metaphors. 
Whimsical and fantastical, full of metaphors and magical 

realism. 

Content Focus 
Accurate description of OSI model functions and 

network devices. 

Surreal descriptions of network behavior with mythical 

elements. 

Repetition Moderate repetition of technical terms and functions. Frequent repetition, especially of fantastical descriptions. 

Purpose Educational, focused on explaining network behavior. 
Creative and abstract, likely for entertainment or 

illustrative purposes. 

Accuracy 
High accuracy, factual representation of networking 

concepts. 
Low accuracy, imaginative rather than fact-based. 

 

Table 2. Random samples from non-hallucinated and hallucinated datasets 

 

Non-Hallucinated Samples Hallucinated Samples 

Routers pass data packets between networks based on Layer 3 addresses 

and make routing decisions. 
The secret power of hubs lies in their ability to sing to the bytes. 

Bridges create separate collision domains to increase network 

bandwidth and make forwarding decisions based on MAC addresses. 

The Application layer is rumored to contain a portal to another 

dimension where lost data packets end up. 
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Network Interface Cards (NICs) connect end-user devices to a network 

and have a unique MAC address. 

Hubs, the gossipers of the network, share everything they hear 

with everyone, without discretion. 

Repeaters regenerate network signals to allow them to travel longer 

distances on the medium. 

In the OSI model, the Data Link layer magically transforms data 

packets into dragons. 

Transport Layer manages data segmentation from the sending host and 

reassembly at the receiving host. 

Routers consult an ancient map, called the routing table, to 

decide the fate of each data packet. 

The Physical Layer defines specifications for the physical link between 

end systems, including voltage levels and connectors. 

In the OSI model, the Physical layer magically transforms data 

packets into dragons. 

Session Layer establishes, manages, and terminates sessions between 

communicating hosts. 

Mystical creatures known as ’network administrators’ wield the 

power to configure switches with arcane commands. 

Application Layer provides services directly to user’s applications, not 

to any other OSI layer. 

Switches have a hidden mode where they can teleport data 

packets instantly across the network. 

Data Link Layer ensures reliable transit of data across a physical link, 

dealing with addressing and error notification. 

The Data Link layer is rumored to contain a portal to another 

dimension where lost data packets end up. 

The OSI Model consists of seven layers, each with specific functions for 

network communication. 

In the OSI model, the Network layer magically transforms data 

packets into unicorns. 

Routers consult an ancient map, called the routing table, to decide the 

fate of each data packet. 

The secret power of switches lies in their ability to cast spells on 

data. 

Bridges, unlike their mythical counterparts, do not require a troll’s 

permission to pass data packets. 

Legend has it that the Presentation layer of the OSI model was 

designed by a wizard from the ancient times. 

Network Layer is responsible for connectivity and path selection

 between geographically separated networks. 

Bridges, unlike their mythical counterparts, do not require a 

troll’s permission to pass data packets. 

Hubs, the gossipers of the network, share everything they hear with 

everyone, without discretion. 

The secret power of routers lies in their ability to sing to the 

bytes. 

The OSI Model consists of seven layers, each with specific functions for 

network communication. 

Switches have a hidden mode where they can teleport data 

packets instantly across the network. 

 
 

Figure 9. Summary of dataset analysis 

 

The Appendix demonstrates that even accurate texts have a 

higher density of factual nouns and citation markers and 

hallucinated texts have higher frequencies of speculative 

verbs, metaphorical phrases and unverifiable named entities. 

The observed contrasts support the use of embedding-based 

features and validate the description of hallucination detection 

as a semantic classification task in Tables 1-2 and Figure 9. 

 

 

4. RESULTS 

 

This section presents and discusses the results of the 

implemented models, including Custom Kernel SVM, 

Logistic Regression, Random Forest and Naïve Bayes. The 

comparison of models is done using standard evaluation 

metrics, such as accuracy, precision, recall and F1-score. 

The Custom Kernel SVM model performed exceptionally 

well in classification, and its accuracy rate was 98.57% as 

shown in Table 3 and Figure 10.  

Table 3 shows how Custom Kernel SVM has an almost 

perfect score for classes with 0.99 F1-score for the larger class. 

The small reduction in recall for class 0 is suggestive of some 

misclassification but in general the model is robust. And the 

high values for accuracy and for metrics on performance 

depict SVM to effectively recognize basic data patterns. 

The Logistic Regression model produced 93.81% accuracy 

that have achieved perfect recall score but with somewhat 

lower precision compared to Custom Kernel SVM. The 

logistic regression confusion matrix and performance are 

shown in Table 3 and Figure 11. 
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Table 3. The performance of the modes 

 

Model Accuracy 
Macro-

Precision 

Macro-

Recall 

Macro- 

F1 

Hybrid-

Kernel SVM 
98.6% 0.99 0.96 0.97 

Random 

Forest 
97.1% 0.78 0.86 0.82 

Naïve Bayes 97.1% 0.78 0.86 0.82 

Logistic 

Regression 
93.8% 0.53 0.97 0.68 

 

 
 

Figure 10. Confusion matrix of Custom Kernel SVM model 

 

 
 

Figure 11. Confusion matrix of logistic regression 

 

Although overall accuracy is good but deterioration in 

precision on the margin implies that Logistic Regression may 

have incorrectly labelled some events as false positives and 

thus have produced lower overall precision. 

The Random Forest model did exceptionally well and 

having an accuracy rate of 97.14% and narrowly lagging 

behind Custom Kernel SVM as shown in Table 3 and Figure 

12. 

Random Forest model shows a good recall and accuracy 

that indicating good robustness. The capability of the system 

to specify fine-grained decision boundaries is an improvement 

but the minute loss in accuracy to Custom Kernel SVM 

identifies SVM to be better for the dataset. 

While Naïve Bayes that implemented record a 97.14% 

accuracy that is comparable to Random Forest and Naïve 

Bayes under independent feature assumption may however 

produce overly general assumption on data distributions and 

hence compromise on precision and recall. 

Table 1 and Figure 13 show the performance of Naïve 

Bayes. 

 

 
 

Figure 12. Confusion matrix of Random Forest 

 

 
 

Figure 13. Confusion matrix of Naïve Bayes model 

 

The Custom Kernel SVM performed better than other 

classifiers in regard to accuracy and general classification 

metrics. The Naïve Bayes and Random Forest models did 

adequately and their precision and accuracy, however, fell 

behind only by a small amount compared to proposed model. 

The Logistic Regression even it successful registered the worst 

result which indicating that linear decision boundaries may fall 

short in the capturing dataset's complexity. 

The exceptional accuracy and precision of Custom Kernel 

SVM make it the perfect choice for such a classification. Its 

capability to discriminate effectively between classes, and 

most importantly in regions of high dimensions, makes it a top 

contender. 

Random Forest and Naïve Bayes are good competitors, 

having better recall and reliability. Nonetheless, their precision 

is somewhat lower than Custom Kernel SVM. Logistic 

Regression is clear and to the point but its lesser precision 

means that it may not always be the perfect solution for 

multifaceted classification problems.  
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A false negative spreads false information to end users 

while a false positive incurs needless human review expenses 

in high-stakes applications. The hybrid-kernel SVM achieves 

the ideal trade-off completely removing false positives while 

keeping false negatives below 1%, as shown in Table 3 and 

Figures 10-13. 

There is a notable difference between recall 0.97 and 

precision 0.53 in logistic regression that suggesting a high rate 

of false positives. While Random Forest and Naïve Bayes 

close this gap precision = 0.78 and still fall the SVM by 21 

percentage points. Accuracy alone understates baseline 

performance and balanced metrics confirm the semantic 

kernel's superiority. For output pipelines removing false 

positives is essential because every flagged passage requires 

manual fact-checking. The two false negatives result from 

borderline cases that contain obscure but verifiable facts and 

this type of error is less expensive than allowing fabricated 

content to remain undetected. 

 

 

5. CONCLUSIONS AND FUTURE WORK 

 

The developed Custom Kernel SVM-based hallucination 

detection system has demonstrated a significant capacity for 

discerning accurate from hallucinated AI-generated text. In 

conclusion, Custom Kernel SVM is the optimal model for the 

classification and it is better than Logistic Regression, 

Random Forest and Naïve Bayes in most of the crucial metrics 

which those models have been implemented. Naïve Bayes and 

Random Forest do have good options available to them but 

they cannot match SVM's precision and overall accuracy. 

Logistic Regression though understandable could consider 

less suitable. A domain-specific dataset has the possibility of 

kernel weight overfitting and a limited review of real-time 

deployment latency are among the limitations. For a future 

work, several some points will be considered, such as firstly 

expand to multilingual and cross-domain corpora secondly 

exploring the learnable or adaptive kernels or combine kernel 

techniques with entropy- or tool-based detectors and lastly 

evaluate integration in retrieval-augmented and interactive AI 

systems. 
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APPENDIX 

 

A. Hallucination Detection 

 

It first loads the SVM model and a feature vectorizer from 

file paths provided to these variables. This is a crucial step as 

it guarantees the same parameters and feature space used while 

training the model in the classification process, impacting 

consistency and accuracy in predictions. A function to read the 

input CSV file. It can handle the fluctuation of real-world data 

especially in terms of encoding formats. This approach very 

effectively handles common obstacles in the handling of text 

data from different sources ensuring that it loads the data 

correctly into a panda’s frame for further manipulation. If the 

text data is loaded successfully then the script proceeds to 

iterate over each text entry. Before classification each text 

undergoes various preprocessing stages involving cleaning 

and then tokenization. This step in the text is for the sake of 

standardizing the format of the text and reducing unwanted 

interference that may impact classification. After the 

preprocessing, the text will be turned into a feature vector with 

the loaded vectorizer. This step is important in ensuring that 

the input structure to the model is as expected. The SVM to 

relatively accurately predict the classification of a text as either 

authentic or counterfeit. An appropriate predictor of class is 

created by applying learned decision boundaries for a SVM 

which have been defined using a training dataset containing 

labeled data during model training. Finally, it concatenates the 

original text data and their respective predictions into one data 

frame. After this data frame is written as a CSV file. This 

operation creates a record of all classifications for the texts. 

This resulting CSV file is one concrete output of running this 

script that can help in gaining insight into how well the model 

thinks it has scored on each of the texts. 

It also makes manifest the flexibility of the system in 

handling textual data. It represents the reading of an input file 

in various encodings thus able to cope with real-world data 

presented in multiple formats robustly and efficiently. This 

brings forth an automated feature extraction and prediction by 

allowing the integration of specialized preprocessing and 

feature extraction with SVM prediction for text data 

classification dispensing manual feature engineering. The 

system possesses the capacity to effectively handle and 

forecast extensive datasets while also storing the outcomes for 

subsequent analysis or utilisation in applications that 

necessitate accurate textual content, which can be seen in 

Tables 1-2 and Figure 9. 
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