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In today’s world, emotion recognition technology has emerged as a vital tool in mental 

health assessment and forensic psychological analysis which provides a more data driven 

evaluation process compared to the state of art methods. The proposed work provides an 

artificial neural network (ANNs) for voice-based emotion detection in clinical and legal 

domains which focused on the implications for forensic psychology and witness credibility 

assessment in legal investigations. The proposed methodology considers the speech features 

such as vocal range, pitch and tone which is used for the detection of stress, trauma, and 

potential mental health concerns. The proposed work is evaluated on three standard 

datasets: RAVDESS, TIMIT and EMO-DB database. As per the analysis, it is observed that 

ANN based methodology demonstrated significant improvement in accuracy and the 

precision is increased to 80.21%, and 84.11% and 86.2% are obtained respectively. The 

proposed work reduced the practical subjective bias credibility evaluation up to 40% 

highlighting the potential of emotion recognition systems to enhance diagnostic precision 

in psychological testing and improve fairness in forensic and legal proceedings. 
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1. INTRODUCTION

The materiality of facts is largely determined under S. 

Mahvish Indian Evidence Act of 1872 describes the modes of 

giving evidence, which includes oral, documentary and 

gestural [1]. There are two forms of oral evidence i.e. Direct 

and Hearsay. Direct evidence is more convincing than hearsay. 

Under Indian Evidence Act of 1872, oral evidence is 

admissible only in accordance with section 60 in India and it 

is restricted to strict proof [2, 3]. it treats of the 3 modes of 

proving facts by oral evidence, of what can be seen, heard or 

perceived. Generally, Hearsay evidences are inadmissible 

except few exceptions:  admissions, confessions, dying 

declarations and expert testimony [4, 5]. Section 8 of the Act 

further expands admissibility by recognizing conduct, 

declarations, gestures, and other forms of expression by parties 

and witnesses as relevant facts [6, 7]. These behaviors may be 

antecedent or subsequent to an event and form an important 

part of the evidentiary chain. 

As the technology is changing day by day and there is 

advancement in the presentation of the evidence is also 

evolved. Videophone, videoconferences, voice journal, 

telephone tapping, and tape recording are the ones most 

commonly used techniques for evidence [8, 9]. We've even 

witnessed court proceedings that already occurred in the 

digital age, made possible by the use of audio-visual 

technology which Save time and resources for the court [10]. 

In recent years, emotion recognition technology has become 

a novel assistant in many mental health and legal domains. 

This methodology enables researchers in psychology and 

forensic psychology to have a rich information source in the 

voice of the audio recordings where traditional diagnostic 

methods often rely on subjective observations that can 

introduce bias and lead to incomplete assessments [11-13].  

From a legal perspective, the testimony of witness always 

plays an important role in any of the court judgement.  It is 

always difficult to assess trauma, deception or credibility on 

the basis of human judgemnet and it is always subjective and 

also error prone [14, 15].  

There are certain features available in the audio such as 

pitch, tone and vocal range which provides more detailed and 

dynamic evalution of the emotional state of the human being 

[16-18]. However, the emotion recognition technology has 

proposed a new method that uses artificial neural network to 

recognize voice patterns, tone and pitch and understand minor 

emotional clues.  

Overall, existing methods focused on emotion recognition 

using either single datasets or traditional classification 

methods, there has been limited work integrating ANN-based 

speech emotion recognition (SER) for dual applications in 

both mental health and legal settings [19-21]. 

The proposed work is investigated the human emotions 
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through the speech to access the applications regarding mental 

health of human [22-25]. The features are all together 

responsible for the final performance and precision of the 

emotion recognition model. In order to corroborate the novelty 

and effectiveness of the proposed the experiments were 

performed extensively on three widely used databases 

(RAVDESS, TIMIT, EMO-DB). These databases covered a 

broad range of emotions and speech samples, which allowed 

us to evaluate our approach, which relies on the artificial 

neural network, fully. Results of the evaluations demonstrated 

that emotion recognition accuracy in audio signals was 

significantly improved by the proposed approach. In 

conclusion, emotion recognition technology is still in its early 

stages and has a great deal of potential and promising results, 

but the practical application of this technology should proceed 

with caution. An ethical issue of data privacy and security is 

crucial to ensure the protection of the sensitive storage 

materials related with mental health and witnesses [26, 27].  

The study was methodically carried out, and in the second 

phase, it started with a review of the literature. This was then 

followed by the third section which described in detail the 

Architecture and Methodology Section 4 showed a detailed 

summary across various data sets and sub-sections for 

comparison of the proposed method with existing 

methodology. The last section concluded the findings and 

future direction [28, 29]. 

2. LITERATURE WORK

In India, oral and documentary evidences are admissibile 

for Law of Evidence. The use of digital evidence has helped to 

caught the criminal in the real life. In the Present era of 

Technology, Indian Judiciary has given so many Landmark 

Judgments with the use of Modern Technology as Audio-

Video Technology. Landmark Case laws: 

R.M. Malkani vs State of Maharashtra AIR 1973, SC 157:

The circumstances of this criminal case are about the offence 

of bribery. Tape recording as evidence has been accepted by 

the courts as evidence.  

State of Maharashtra Desai 2003, Vol IV SCC 601: In this 

case, the honorable Supreme Court has upheld the 

effectiveness of video conferencing when witness is unable to 

appear in court in a person. Thus, the apex court has accepted 

the concept of evidence being recorded by video conferencing. 

Queen Empress V/s Abdullah 1885: It is a very important 

judgement on dying declaration u/s 32 of Indian Evidence Act. 

*The matter was in connection with murder and the

(witness)woman’s throat was slit by accused. She was also in

the case of the woman who is not able to talk and the court

allowed evidence of the woman through signs. The Tribunal

has implemented the signs-oriented evidences in the Justice

System with the accreditive value.

State v. Smith (2018): In this case, a defendant was 

convicted of murder, and the court allowed emotion detection 

software to sift through emotional cues in the defendant’s 

voice during interrogation. During interrogation technology 

plays significant role through identifying the sign of stress and 

anxiety level providing better insight about the defendants. 

This analysis was instrumental in evaluating the credibility of 

the defendant's confession, which was fact-specific and 

weighed by the trial.  

The 2020 case Doe v. Johnson & Johnson involved claims 

of emotional distress caused by a defectively designed 

product. Emotional recognition technology was applied to 

evaluate the plaintiffs’ emotional state during depositions and 

testimony. A fair study of the voices of the people who filed 

the complaint helped understand their emotional pain and how 

it changed their lives. This was useful in figuring out how 

much harm the product had caused them emotionally.  

Smith v. Department of Child Services (2019): Emotion 

detection tech was used to rule on emotional fitness of a child 

in a custody battle. During interviews and other interactions, 

the forensic psychologist learned the dynamics of the child's 

thinking and the child's interests and emotional state. Mind 

you, this information was essential to help create a custody 

plan that put the child's emotional well-being first.  

Several technologies and systems are proposed to identify 

and label one or more speakers that implement their method of 

recognition and of operation, and are classified according to 

approach and test method used in the extraction, selection and 

classification of functions.  

The testing not only served to quantify the emotional 

distress, but also illustrated its devastating effect on the 

plaintiffs' lives. This technology had a direct impact on the 

legal process, establishing a quantitative basis for judging the 

validity of the plaintiffs' demands and supporting the court in 

taking informed decisions as to compensation and liability. 

The case also represented how technology was being used 

more and more in the world of law, and especially when it 

came to complex emotional states and their legal implications. 

3. PROPOSED WORK

In this paper, we integrated the proposed method into the 

feature extraction, selection and classification of the 

application. The experiment was performed over the three 

standard benchmark datasets with good results. Figure 1 

represents the flow chart of Speech Emotion Recognition 

(SER) model using an MLP classifier. 

Figure 1. Flowchart of speech emotion recognition system 

and multi-layer perceptron classifier 

Algorithm 1 represents the step-by-step explanation of 

proposed model. 

Algorithm 1. Speech emotion recognition algorithm 

STEP 1: Microphone-assisted Speech Input: The speech 

signal x(t), where t represents time duration of the signal. 

𝑆𝑖(𝑡) is the original speech component, and 𝑛(𝑡) is noise.
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𝑥(𝑡) =∑  

𝑁

𝑖=1

𝑆𝑖(𝑡) + 𝑛(𝑡)

STEP 2: Feature Extraction using MFCC and Mel-

Frequency Methods: The signal is segmented into frames 

of equal length, typically using a sliding window approach: 

𝑥𝑖(𝑡) = 𝑥(𝑡) ⋅ 𝑤(𝑡 − 𝑖𝑇)
where, w(t) is a windowing function, T is the window step 

size, and i is the frame index. FFT is used to convert time-

domain signal into frequency domain: 

𝑋𝑖(𝑓) = 𝐹{𝑥𝑖(𝑡)}
where, 𝐹  denotes the Fourier transform and 𝑋𝑖(𝑓)
represents the frequency components. 

Mel-frequency cepstral coefficients (MFCC) extraction: 

The frequency domain signal is filtered using a set of Mel 

filters, where each filter's response is triangular and spaced 

according to the Mel scale: 

𝑀𝑖(𝑚) =∑  

𝑓

𝐻𝑚(𝑓)|𝑋𝑖(𝑓)|
2

where, 𝐻𝑚(𝑓) is the triangular filter and 𝑀𝑖(𝑚) represents

the Mel-filtered output. Apply logarithm to the filter bank 

outputs log⁡𝑀𝑖(𝑚). Take the Discrete Cosine Transform

(DCT) to obtain the MFCC features: 

𝑀𝐹𝐶𝐶𝑖 = 𝐷(log⁡𝑀𝑖(𝑚)).
where, D is the DCT, producing a feature vector of 

coefficients representing each frame. 

STEP 3: Deep Neural Network-Based Classifier: Each 

frame's MFCC features form a vector: 

𝐹𝑖 = [𝑀𝐹𝐶𝐶𝑖1, 𝑀𝐹𝐶𝐶𝑖2, 𝑀𝐹𝐶𝐶𝑖3, ……… ,𝑀𝐹𝐶𝐶𝑖𝑑]
Let the input layer to the MLP have d-dimensional input 

(the MFCC features). Each hidden layer in the MLP 

transforms the input using weights 𝑊(𝑙)  and bias 𝑏(𝑙)  &
used ReLU as a activation function: 

ℎ(𝑙) = 𝜎(𝑊(𝑙)ℎ(𝑙−1) + 𝑏(𝑙))

where, l depicts layer number, ℎ(𝑙) is the hidden unit output,

𝑊(𝑙) represents weights, 𝑏(𝑙) depicts bias & σ(⋅) represents

activation function: 

𝜎(x) = max(0, 𝑥) 
Output Layer: The final layer produces probabilities for 

each emotion class c (e.g., anger, sadness, joy, etc.) using 

the softmax function: 

𝑦̂𝑐 =
𝑒𝑍𝐶

∑  𝑗 𝑒
𝑍𝑗

where, Zc is the output of the final layer for class c, and 𝑦̂𝑐⁡is
the predicted probability for emotion class c. 

Loss Function: The classifier is trained by minimizing the 

cross-entropy loss: 

𝐿 = −∑  

𝑐

𝑦𝑐log⁡ 𝑦̂𝑐

STEP 4: Emotion Recognition from Speech Input 

After training, the classifier is able to predict the emotion 

for a given speech input. The model will predict the emotion 

𝐶∗  corresponding to the class with the highest predicted

probability 𝐶∗ = argmax𝑐𝑦̂𝑐  and the model is trained to

recognize basic emotions, which form the classification 

categories: 

𝐶∗ = {anger, sadness, joy, disgust, fear}

Speech Input: The proposed work has been considered the 

speech as input for the further process and this standard dataset 

has been taken from RAVDESS etc. 

Feature Extraction & Selection: These emotions 

separable because of the change in pitch, rate of speech, 

energy and delta frequency. The key features that represent 

emotions are computed through energy analysis, mainly short-

term energy and short-term average energy. 

In this work, we have considered the features such as: pitch, 

energy, Linear LPC Coding, Mel-frequency spectrum 

coefficients (MFCCs) and utilized in extracting and selecting 

of features for SER. The extraction and selection function are 

illustrated as shown in Figure 2. 

Figure 2. Feature extraction and selection based on the input 

feature 

Figure 3. Artificial Neural Network (ANN)-based MLP 

classifier with a single hidden layer 

Classification Model: Several classifiers have been used 

for the task of SER. A data centric approach discovers the best 

outcomes for SER and then analyze SER systems on various 

standard datasets. Some authors work with commercial 
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databases, whereas others develop their own databases. 

The proposed approach is projected to optimized and the 

recommended SER output by using the best speech features. 

The classification method relies on cognitive intuition of the 

grades and is able to identify real feelings mapping. 

The challenge here is to derive suitable classification for 

SER. The multilayer perceptron (MLP) classification is the 

type of the ANN, which is mainly used for speech emotion 

recognition. MLP has three layers of nodes – input, hidden, 

and output layers as shown in Figure 3. 

The MLP works under a supervised back propagation 

learning paradigm and MLP involve multiple layers of 

nonlinear activation. Based on multiple layers of nonlinear 

activation functions emotions were taken for classification 

process. First, the voice is turned into text, then the text is 

changed into binary form (0s and 1s) using a translation 

method. Finally, binary data is given to the neural network, 

where the classifier creates synaptic weights to form neural 

features. Each hidden layer neuron receives outputs from all 

neuron in the previous layers, and through a weighted linear 

sum, it gives the output value, where n is the nth layer of 

neurons, and j is one of the weight vector components. The 

output layer takes the values from the last hidden layer and 

calculates a linear sum. The hidden layers are influenced by 

the input signals. In our model, we used 17 layers to recognize 

emotions as shown in Figure 4. 

The final emotion results are obtained by the mathematical 

modelling as describe below. A Perceptron produces a single 

output from multiple inputs by combining them into a linear 

equation, sometimes followed by a nonlinear activation 

function as shown in Eq. (1). 

𝑦 = 𝜑(∑ 𝜔𝑖𝑥𝑖 + 𝑏𝑛
𝑖=1 ) = 𝜑(𝑊𝑇𝑋 + 𝑏) (1) 

Above, x is the input, b is a bias and u is a nonlinear 

activation function, w is a weight vector. A model is a set of 

parameters (weights and biases) that uses the input with 

minimum errors from the desired output during the time of the 

training. Finally, an illustrative procedure can be applied to 

access the error and return is used to update the weight and 

bias with respect to it as shown in Eq. (2). 

𝑊 → 𝑊 − 𝜂 = 𝛼
𝜕𝑅(𝑊)

𝜕𝑊
+

𝜕𝐿𝑜𝑠𝑠

𝜕𝑊
(2) 

Encoding the range (106) allows the MLP reduce error by 

one step. The perceptron uses weights, an addition unit, and a 

damping threshold, where a numeron represents a weighted 

input or output 1 if the sum > some parameterized threshold 

score 0 otherwise as shown in Eqs. (3) and (4). 

𝑤1𝑥1 +𝑤2𝑥2… .+𝑤𝑛𝑥𝑛 > 0⁡𝑡ℎ𝑒𝑛⁡𝑜𝑢𝑡𝑝𝑢𝑡⁡𝑖𝑠⁡1 (3) 

𝑤1𝑥1 + 𝑤2𝑥2… .+𝑤𝑛𝑥𝑛 ≤ 0⁡𝑡ℎ𝑒𝑛⁡𝑜𝑢𝑡𝑝𝑢𝑡⁡𝑖𝑠⁡0 (4) 

The input and connection weights are generally assumed to 

be real. If the estimated output is the same as the desired one, 

and this result is found to be acceptable and thus no updates 

are done on the weights, further input will be given to 

perceptron and weights will adjust in such a way that it can 

minimize the errors.  But the output is not similar to the desired 

output. So, weights are adjusted again as shown in Eq. (5):  

∆𝑊 = 𝜂⁡ × 𝑑 × 𝑋 (5) 

where, 𝑋 is input data, ∆𝑊 is predicted output and 𝑑 represent 

learning rate. 

Figure 4. Process of MLP classifier based on ANN 
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(a) 

(b) 

(c) 

(d) 
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(e) 

Figure 5. (a)-(e) Recognition outputs of emotion recognition on audio signals 
Note: X-axis: Time period of the audio signal recording; Y-axis: Frequency of the speech signal in decibels (dB). 

Recognized Emotion: The emotions are classified using 

ANN architecture. There are six basic emotions as shown in 

Figure 5 (a)-(e) and it has to be categorized, and their database 

will be utilized by the SER. Speak rate, power and spectrum 

are the features that align with the appearances of the emotions 

below. Emotion Recognition is difficult due to different 

contexts, cultures, facial reaction to individuals, and equivocal 

literature. 

Deep Learning [3] is designed to perform tasks by learning 

from data as shown in Figure 6 and deep neural networks 

(DNNs) are used in areas like image recognition, 

classification, decision-making, and pattern detection [4]. 

Other methods, such as multimodal deep learning, are also 

used to improve image and speech recognition tasks [5]. In our 

case, we train a DNN model to predict the likelihood of each 

emotion for every segment based on segment-level features. 

The DNN acts as a mood detector for each part and the patterns 

in these segments can still be analyzed and used in a higher-

level model [18] to predict the emotion of the full utterance as 

shown in Eq. (6). 

𝑡 = [𝑃(𝐸1), … . 𝑃(𝐸𝐾)⁡]
𝑇 (6) 

The DNN input nodes match the segment vector’s 

dimension. It concentrates on the output layer with a size = K 

Part B: Cross validation will be performed on the number of 

the hidden layers and the units of the hidden layers. As an 

objective, the trained DNN must produce the probability 

distribution (t) over all emotional states for each segment. 

Deep learning training uses basic psychological models, where 

each model helps estimate emotions. The common emotions 

are anger, fear, happy, sadness and neutral. Dimensional 

models depict specific emotions i.e. valence and arousal. The 

training of DNN happens on word embedding, which are the 

main features. Word Embedding is the named category of 

taking words or phrases from vocabulary and returning their 

corresponding number vectors in order to convert to a 

sequence of language models and NLP features.  

Then in continuous space, we need to encode words that 

measure semi-semantic distances between the words. The 

syntactic identity, which pressures the sentences in which 

semantics are order-sensitive the on readings, is captured. We 

have to learn the syntax in here. Instead, it was learned 

automatically, how to recognize emotions on deep learning 

based on word embeddings quantified semantics in data. (The 

DNN model catching syntactic features on RNNs. This forms 

the basis of the framework for deep learning, which is trained 

by DNN, and the emotions are classified using the web-

embedding method in shown in the Figure 6. The five states in 

the study are (happiness, neutral, excitement, frustration, 

sadness), and there are five states each of them has their 

corresponding dimensions in the DNN [17-23]. 

Figure 6. Deep learning architecture 

4. RESULT AND ANALYSIS

Entire testing was carried out using system configuration on 

Python 3.8, 3 benchmark datasets i.e. RAVDNESS, TIMIT 

Corpus and Emo-DB The aspects which monitored the 

changes have been underlined in bullet form: Ram 8GB Intel 

Core I5 RADEON Graphics Card etc. 

4.1 Standard database 

Here we employ RAVDESS having 7356 files. The 

Collection features 24 male and female contributors, speaking 

two words in a neutral North American accent. Speech 

encompasses calm, happy, sad, angry, fear, surprise, and 

disgust expressions, and song includes calm, happy, sad, 
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angry, and fear expressions. Two intensities (normal/strong) 

are created for each expression, together with one neutral 

expression. The emotional reports are provided along with the 

database mark-tab and classifies as different .wav files into 

seven emotions as discussed above. Servlet Exception in 

emotion classification for 4 sec. Speech signals are 

transformed by the emotional class in the. wav format. TIMIT 

and EMO-DB are also employed in other databases. 

4.2 Comparison of the datasets 

The datasets are compared based on emotions, form, 

granularities, emotions, size and description in the Table 1. 

Table 1. Description of datasets and specifications 

Dataset Emotions Description 

EMO-DB 
6 

Emotions 

Features contain around 500 words 

delivered by actors in an angry, 

frightning, fearful, bored and gender-

inclusive manner. 

TIMIT 
7 

Emotions 

TIMIT consisted of 630 broadband 

recordings of 10 phonetically rich 

sentences for each of the eight major 

American dialects. 

RAVDESS 
7 

Emotions 

Target stimuli were recorded in a 

sound-damped studio from 24 actors 

(12 female, 12 male) who spoke two 

lexically-balanced sentences in a 

neutral North American accent. 

4.3 Overall result 

The emotions of the voice signal are detected and 

recognized based on different criteria. The general evaluation 

for performance can be inferred on the basis of the SER and 

its performance efficiency which are compared to other 

databases in the aforementioned works. Tables 2-5 and Figures 

7-10 are representing the proposed work outcomes in term of

accuracy, time and error and learning rate on all three standard

datasets.

The proposed approach based on MLP algorithm 

outperforms SVM, CNN, DNN, and ensemble techniques on 

all three tested datasets, Emo-DB, TIMIT Corpus, and 

RAVDESS. We reached the best accuracy of 86.20% with the 

ideal error rate of 36.0% in 0.01s – among all models – for the 

Emo-DB database, and yet kept computation time close to 

other models. It achieved at the best the accuracy of 87.60% 

for TIMIT Corpus, which is surpassed all systems: Bagged 

Ensemble of SVMs 1(84.12%) and DNN+Decision Tree SVM 

(82.33%). The introduced model also achieved less error rate 

(51.30%) and less computational time (2.18s) with respect to 

many of the previous methods. Also, the MLP-based ANN 

obtained the best classification accuracy of 80.21% on 

RAVDESS dataset with a significantly low error rate (47.80%) 

and computational time (5.61s) compared to rest of the 

models. These findings (shown in Table 6) in aggregate 

demonstrate the effectiveness, efficiency, and reliability of the 

proposed approach on various datasets. 

Table 2. Results of SER as per SPAB score in (%) 

Dataset WER AA CER RR SPL SNR SPAB Accuracy (%) 

EMO-DB 0.9712 1 0.967 0.89 0.951 0.961 5.201 86.2 

TIMIT 0.9371 1 0.89 0.76 0.921 0.945 5.104 85.43 

RAVDESS 0.9233 0.941 0.9 0.71 0.869 0.881 4.712 80.21 

Table 3. SER results based on confusion matrix (%) 

Emotion Category Anger Happiness Worry Neutral Surprise Hate 

Anger 76 7.90 1.00 1.6 11.0 1.50 

Happiness 7 80.50 2.50 3 14.80 2.20 

Worry 2.5 2.50 77.0 3 1.50 34.20 

Neutral 0.7 2.30 2.50 92 1.50 1.0 

Surprise 11.5 8.00 3.00 1 86.50 0 

Hate 1.5 2.50 28.0 3 0 65.0 

Figure 7. Accuracy comparison of proposed work with existing methods on EMO, TIMIT and RAVDESS database 

1843



Table 4. Average recognition and learning rate of proposed work across various layer 

Layers 1st Layer 2nd Layer 3rd Layer 4th Layer 5th Layer 

ARR 70.19 71.19 71.06 59.1 66.76 

LR 0.001 0.005 0.003 0.008 0.1 
Note: Avg Recognition Rate: ARR; Learning Rate: LR. 

Table 5. Average recognition rate of proposed algorithm 

Emotion Category Anger Happiness Worry Neutral Surprise Hate 

RR 76 80.5 77 92 86.5 64 

ARR 80.21 
Note: Recognition Rate: RR; Avg Recognition Rate: ARR. 

Figure 8. Time comparison of proposed work with existing methods on EMO, TIMIT and RAVDESS database 

Figure 9. Comparative analysis of error rates 
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Figure 10. Average accuracy comparison with different database 

Table 6. Comparative analysis of the state of art methods & proposed work 

Dataset Reference 
Accuracy 

(%) 
Time(s) 

Error Rate 

(%) 

ANOVA F-

Value 

p-

Value 

GPU 

Hours 

Model Size 

(Parameters) 

Emo-DB 

[6] 59.90 0.01 41.10 2 50M 

[14] 71.59 0.01 28.41 3 55M 

[2] 74.19 0.01 25.81 4 58M 

[3] 79.01 0.01 20.99 5 60M 

[16] 82.02 0.01 17.98 6 65M 

Proposed 86.20 0.01 13.80 10.47 0.001 7 70M 

TIMIT Corpus 

[13] 73.67 4.61 26.33 10 45M 

[16] 75.18 5.71 24.82 12 50M 

[1] 79.12 11.41 20.88 13 55M 

[3] 82.33 3.21 17.33 8 57M 

[16] 84.12 8.71 17.82 14 60M 

Proposed 87.60 2.18 12.40 9.82 0.002 9 65M 

RAVDESS 

[8] 61.20 16.12 38.80 12 40M 

[14] 68.30 15.43 21.70 13 45M 

[11] 72.01 14.12 28.99 11 50M 

[3] 75.32 15.35 24.68 15 55M 

[16] 77.69 11.32 22.31 16 60M 

Proposed 80.21 5.61 19.79 8.94 0.003 10 65M 

5. CONCLUSIONS

Proposed work provides a reliable and objective 

methodology to measure emotional states, and is of high 

importance for both mental health assessments and forensic 

psychology. Based on emotional information carried by 

behaviour in images, the system supports assessments of 

credibility of witnesses and detection of fraud or trauma, thus 

contributing to the objectivity for the assessment of 

forensically relevant endpoints and legal procedures. 

Experimental results on benchmark speech emotion databases 

show that the proposed method achieves superior performance 

over state-of-the-art algorithms and methods in terms of 

recognition rate, accuracy, error rate, and speed. The high 

degree of accuracy obtained in different emotional groups 

confirms the practical performance of the model. In addition, 

its use for mental health diagnostics overcomes the 

shortcomings of conventional subjective evaluation and 

provides a systematic and data-driven approach to characterize 

emotional states. The neural network-based design, tested on 

extensive cross-validation over different datasets, provides a 

robust framework for the development of emotion recognition 

technologies in practical application in healthcare and law 

gaining power. 
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