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This study proposes the design and implementation of an intelligent academic performance 

assessment system based on the Naïve Bayes Classifier algorithm. The system is developed 

using PHP and MySQL and is architected with a lightweight and modular structure tailored 

for school environments with limited technological resources. It integrates a classification 

engine capable of processing diverse academic indicators, including test scores, attendance 

records, and behavioral data, to classify students into performance categories (low, medium, 

high). Compared to conventional assessment methods that often rely on manual judgment 

and are prone to inconsistency, this system offers a data-driven and objective alternative 

that supports evidence-based educational decision-making. Across ten testing iterations, the 

system achieved an average classification accuracy of 96.67%, demonstrating its predictive 

reliability. Moreover, user evaluations involving 230 respondents (teachers and students) 

reported an overall satisfaction rate of 86.8%, indicating strong acceptance in terms of 

usability and effectiveness. The study highlights the advantages of Naïve Bayes over more 

complex algorithms such as XGBoost and neural networks, emphasizing its ease of 

interpretation, computational efficiency, and practical deployability in real-world 

educational contexts. The system’s predictive outputs enable early identification of students 

requiring academic intervention and support differentiated instruction, ultimately 

contributing to the enhancement of personalized learning pathways. These findings 

reinforce the role of machine learning, particularly interpretable and resource-efficient 

models, in transforming traditional assessments into intelligent and scalable educational 

solutions. 
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1. INTRODUCTION

Modern education is experiencing a significant 

transformation with the integration of technology into the 

learning process [1]. Conventional assessment systems, 

although basic, often require the help of technology to 

overcome the challenges of complexity in assessing student 

abilities. In this context, developing an assessment system or 

application using the Naïve Bayes algorithm is becoming 

increasingly important, especially to provide appropriate and 

personalized treatment to each student. Conventional 

assessment systems, although providing a general picture of 

student abilities, are often unable to accommodate individual 

differences in the classroom. Teachers are faced with the 

complexity of identifying and responding to diverse academic 

needs. The use of technology in the assessment system can be 

an effective solution to understand these differences and 

provide appropriate treatment. As well as helping teachers 

reduce the number of classes that experience an imbalance in 

the learning process [2, 3]. 

Education is a benchmark in schools as it shows the results 

of academic achievement in each semester [4]. Academic 

assessment also requires instruments that can support 

managing academic data by using technology [5, 6]. By 

utilizing information technology, it can be implemented into a 

system that can store, monitor, and manage data for a long time 

[7, 8]. Apart from being able to monitor students' semester 

grades, this application is designed to provide academic 

information, a gallery of student activities, and determine the 

ranking of each student in the class [9], so that researchers 

consider the application of assessing students' academic 

abilities at school using the Naïve Bayes Classifier algorithm 

to be important [10, 11]. 

The Naïve Bayes algorithm, which is based on probability 

theory, offers an efficient and fast classification approach. By 

utilizing information from previous assessment data, this 

algorithm can classify students' academic abilities with a high 

level of accuracy. The superiority of the Naïve Bayes 
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algorithm in handling complex and diverse data makes it the 

right choice to use in designing assessment systems or 

applications that can provide appropriate treatment and are 

responsive to each student's abilities. The assessment 

indicators that serve as benchmarks for classifying students in 

various schools are different, not only in quantitative values 

but also in the application of qualitative values, which makes 

it difficult for educators to classify students into various 

categories, such as low, medium, and high [12-14]. 

The results of this classification will become a benchmark 

in determining the form of student handling of their individual 

needs based on the established assessment indicators [15, 16]. 

The Naïve Bayes algorithm, which is based on probability 

theory, offers an efficient and fast classification approach. By 

utilizing information from previous assessment data, this 

algorithm can classify students' academic abilities with a high 

level of accuracy. The superiority of the Naïve Bayes 

algorithm in handling complex and diverse data makes it the 

right choice to be used in designing assessment systems or 

applications that can provide appropriate and responsive 

treatment to each student's abilities [17, 18]. 

One method that can be used to predict students' academic 

abilities at school is the Naïve Bayes Classifier algorithm 

method [19, 20]. The Naïve Bayes algorithm is a simple 

probabilistic classification [21] method based on Bayes' 

Theorem, where classification is carried out through a training 

set of a number of data points, efficiently [22, 23]. Naïve 

Bayes assumes that the value of an input attribute in a given 

class does not depend on the values of other attributes [23, 24]. 

The problem currently faced by schools is that there is no 

follow-up on student academic results reports, either 

conventionally or digitally, based on classification [25], to 

provide special comfort for those who have low, medium, or 

high abilities at the level of achievement of learning outcome 

indicators [26, 27]. Students' academic abilities at school using 

the Naïve Bayes Classifier to group data into several 

categories, namely high, medium, low, and very low levels of 

academic performance [28]. 

The use of the Naïve Bayes Classifier algorithm in 

assessment systems demonstrates significant potential in 

providing accurate and personalized evaluations of students' 

academic abilities. The primary strength of the Naïve Bayes 

algorithm lies in its ability to handle complex and diverse data 

while delivering highly accurate classification results. By 

leveraging previous assessment data, this algorithm can 

classify students into appropriate categories such as low, 

medium, and high, thereby assisting teachers in giving 

individualized attention based on each student's needs. 

However, this research also identifies several limitations. 

One of the main limitations is the reliance on previous 

assessment data, which may not always be available or 

complete. Additionally, implementing the Naïve Bayes 

algorithm requires a deep understanding of probability theory 

and data management, which can be a challenge for some 

schools that may lack sufficient resources or technical 

expertise. To improve this research in the future, several steps 

can be taken. 

First, enhancing the quality and quantity of assessment data 

used for training the algorithm ensures more accurate and 

reliable classification results. Second, providing training and 

resources for teachers and school staff to effectively 

understand and implement this technology. Third, expanding 

the scope of research by involving more schools and diverse 

data sets to ensure better generalization of results. Thus, while 

this research demonstrates that the application of technology 

and the Naïve Bayes algorithm in academic assessment 

systems holds great potential for enhancing the effectiveness 

of evaluations and providing better support for students' 

academic and personal development, further efforts are needed 

to address existing limitations and improve the 

implementation of this system in the future. 

This research aims to develop an application for assessing 

students' academic abilities based on the Naïve Bayes 

algorithm. By utilizing this technology, it is hoped that a 

system can be created that can recognize the needs and 

potential of individual students, provide more accurate 

evaluations, and design more personalized and effective 

learning strategies. This research also evaluates the impact of 

implementing this system or application on student responses. 

Through this approach, it is hoped that the use of technology 

and the Naïve Bayes algorithm can make a significant 

contribution to increasing the effectiveness of academic 

assessments and provide better support for the academic and 

personal development of each student. 

2. LITERATURE REVIEW

The evolution of educational assessment has increasingly 

embraced the integration of advanced technologies, especially 

with the emergence of machine learning techniques such as the 

Naïve Bayes Classifier. Traditional assessment systems, while 

widely utilized, often face challenges in capturing the diverse 

academic abilities and learning trajectories of students [29, 

30]. These conventional systems typically rely on rigid 

grading models, which may not adequately reflect students' 

varied learning needs or provide the necessary individualized 

support [31]. 

Several scholars have highlighted the importance of 

adopting intelligent systems to enhance educational 

assessments. For instance, Saputra et al. [32] emphasized that 

information technology allows for systematic data storage, 

long-term monitoring, and dynamic management of student 

academic records. Similarly, Lin et al. [33] demonstrated how 

assessment systems could integrate student performance data 

into more holistic evaluation frameworks, offering features 

such as activity galleries and dynamic ranking systems to 

support teachers' instructional decisions. 

Among various machine learning algorithms, the Naïve 

Bayes Classifier stands out for its simplicity, computational 

efficiency, and effectiveness in handling large datasets with 

diverse attributes [34]. Its probabilistic approach, grounded in 

Bayes' Theorem, enables the algorithm to classify students’ 

academic performance into distinct categories such as high, 

medium, or low based on historical data [35, 36]. This 

capability allows educators to identify students who may 

require differentiated instruction or targeted interventions 

[37]. 

The application of Naïve Bayes in educational settings has 

been widely explored across different contexts. Alam [38] 

emphasized its practicality in managing complex classification 

tasks in academic environments, while Cardilini et al. [39] 

discussed its role in identifying key attributes that influence 

student learning outcomes. Additionally, the studies [40, 41] 

demonstrated how Naïve Bayes can support early 

identification of at-risk students, thereby allowing timely 

interventions that can positively impact academic success. 

However, despite its strengths, the Naïve Bayes algorithm 
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also presents certain limitations. One major concern is its 

reliance on the quality and completeness of historical data; any 

missing or biased data may affect the accuracy of predictions 

[42, 43]. Furthermore, implementing such systems may 

require substantial technical expertise and institutional 

readiness, which may not be uniformly available across 

different educational settings [44]. 

These challenges, recent studies have proposed 

enhancements to improve both data quality and algorithmic 

robustness. For example, Shams et al. [45] suggested 

combining Naïve Bayes with other predictive models to 

optimize decision-making processes, while Ratta and Sharma 

[46] explored the integration of blockchain technologies to 

ensure data security and transparency in student performance 

records. In sum, existing literature underscores the significant 

potential of Naïve Bayes Classifier in transforming 

educational assessment systems. Its ability to classify complex 

student data efficiently, combined with continuous system 

refinement and institutional support, offers promising avenues 

to personalize learning experiences and enhance academic 

outcomes. 

The implementation of intelligent student assessment 

systems draws its theoretical foundation from several 

interrelated domains: educational measurement theory, 

machine learning, and probabilistic classification. In this 

study, the Naïve Bayes Classifier serves as the core analytical 

engine, grounded in Bayes’ Theorem of conditional 

probability [47, 48]. This theorem enables the estimation of 

the likelihood of a student belonging to a particular academic 

performance category based on observed evidence from 

multiple independent academic indicators such as test scores, 

assignments, attendance records, and behavioral data. 

Building on this foundation, recent developments in 

educational data mining have led to the emergence of more 

sophisticated machine learning architectures designed to 

improve both the accuracy and interpretability of student 

performance predictions [49]. Transformer-based models, for 

example, have shown strong potential in modeling complex 

and sequential learning behaviors, particularly within adaptive 

learning systems. Their contextual processing capabilities 

enable detailed analysis of student interaction over time. 

However, such models often require substantial computational 

power, limiting their deployment in institutions with 

constrained resources. 

Simultaneously, explainable artificial intelligence (XAI) 

has gained traction as a means of addressing the black-box 

nature of predictive models [50]. Techniques such as SHAP 

and LIME have proven effective in interpreting feature 

importance and model logic, thereby fostering trust and ethical 

application of AI in educational environments [51]. This is 

especially critical in high-stakes settings where decisions 

based on algorithmic predictions must be transparent and 

justifiable. 

Comparative benchmarking studies further illustrate the 

value of simpler models like Naïve Bayes, especially in 

educational environments with structured data and limited 

technical infrastructure. While algorithms like XGBoost and 

random forests tend to outperform others in complex or 

nonlinear data scenarios, Naïve Bayes offers a balanced trade-

off between interpretability, computational efficiency, and 

ease of implementation. As such, its continued use remains 

relevant, particularly in the design of scalable and accessible 

intelligent assessment systems that support evidence-based 

educational decision-making. 

Comparative evaluations between various machine learning 

algorithms have demonstrated that although advanced models 

such as XGBoost and neural networks may yield slightly 

higher accuracy in complex educational datasets, the Naïve 

Bayes Classifier offers a more practical balance between 

performance and interpretability. In educational 

environments, particularly those with limited technical 

infrastructure, its simplicity, computational efficiency, and 

transparency make it a preferred choice for real-time academic 

assessment systems [14, 52]. 

Unlike black-box models, Naïve Bayes allows educators to 

understand the reasoning behind classification outputs, which 

is essential for building trust in data-driven interventions [53]. 

Furthermore, due to its low dependency on computational 

resources and ease of implementation, the algorithm is highly 

adaptable for schools seeking scalable and sustainable 

assessment solutions [35]. 

 

 

3. METHODS 

 

The Naïve Bayes Classifier was selected over more 

complex algorithms such as XGBoost and neural networks due 

to its ease of implementation, low computational cost, and 

reliable performance in structured data environments with 

relatively small datasets [54]. This choice aligns with the 

study’s practical constraints and the goal of deploying an 

accessible yet effective predictive model. Feature selection 

was conducted based on pedagogical relevance, incorporating 

variables such as student test scores, attendance records, and 

class participation to ensure that the model captures 

meaningful indicators of academic performance [55]. To 

mitigate the issue of class imbalance often found in 

educational datasets, stratified sampling techniques were used 

during data splitting, and normalization procedures were 

applied in the preprocessing stage to maintain consistency 

across attribute distributions [56, 57]. 

This study employs a research and development (R&D) 

approach, emphasizing the systematic design, development, 

and evaluation of an intelligent Student Assessment System 

[58, 59]. The research process encompasses four primary 

phases: needs analysis, system design, implementation, and 

empirical evaluation of system performance [58, 59]. The core 

classification engine is built using the Naïve Bayes algorithm, 

a well-established probabilistic model in the field of data 

mining known for its rapid processing capability and adequate 

predictive accuracy [58-60]. 

In the classification stage, the Naïve Bayes Classifier 

leverages Bayes’ Theorem to compute the posterior 

probability of each class label, given the observed attribute 

values. This method enables efficient mapping of student 

profiles into predetermined academic categories while 

accounting for the probabilistic weight of each feature [61-63]. 

Through this structured methodological framework, the study 

aims to develop a functional, interpretable, and scalable 

assessment tool that supports data-driven decision-making in 

educational contexts. 

The research design for this study involves several key 

stages: 

Needs Analysis: This stage involves the comprehensive 

identification and analysis of user and system requirements. 

Information is gathered from various stakeholders such as 

teachers, students, and school administrators to thoroughly 

understand the system's requirements. 
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System Design: After gathering requirements, the next step 

is to design the system's structure and functionality. This 

includes designing the user interface, database, and workflow, 

and integrating the Naïve Bayes classifier algorithm into the 

application. 

Naïve Bayes Classifier Algorithm Stages: 

Data Collection: Collect historical academic performance 

data of students, which will be used to train the Naïve Bayes 

classifier. 

Data Preprocessing: Clean and preprocess the collected 

data to ensure it is in a suitable format for analysis. 

Feature Selection: Identify the key features that will be 

used for classification, such as test scores, attendance, and 

other relevant metrics. 

Model Training: Train the Naïve Bayes classifier using the 

preprocessed data and selected features to create a model that 

can classify students' academic abilities. 

Model Testing and Validation: Test the trained model 

with a subset of the data to validate its accuracy and 

effectiveness in classification. 

Implementation: In this stage, the application is developed 

based on the formulated design. Programmers use PHP to code 

the application and connect it to the MySQL database. The 

Naïve Bayes classifier algorithm is implemented in the code 

to classify students' academic abilities. 

Evaluation: Once the application is built, it undergoes an 

evaluation to test its functionality, reliability, and 

performance. This includes functional testing, performance 

testing, and gathering user feedback to ensure the application 

meets user needs and expectations. 

3.1 For system testing and data analysis 

System Testing Technique 

Black Box Testing: This method is used to test the 

application's functionality without examining the internal 

code. It focuses on the application's input and output. 

Objective: Ensure that all application features function 

correctly according to the specified requirements. 

Data Analysis: 

Method: Descriptive data analysis is used to evaluate test 

results and user feedback. 

Regarding sampling 

Population: All students and teachers at the high school in 

Makassar, where the research is conducted. 

Sample: 230 respondents, consisting of 200 students and 30 

teachers, were selected using simple random sampling. 

Procedure: Respondents are randomly selected from 

available lists of students and teachers to ensure a fair and 

accurate representation of the population. 

3.2 System deployment requirements and training 

protocol 

To ensure real-world applicability, the developed system 

was designed with minimal infrastructure requirements. It 

operates on a standard web server environment supporting 

PHP (version 7.4 or higher) and MySQL (version 5.7 or 

above), and can be deployed using local or cloud-based 

hosting. The system is optimized for access through common 

web browsers without the need for additional plugins. 

Hardware requirements are minimal, allowing stable 

operation on entry-level computers with at least 2 GB RAM 

and a dual-core processor. A stable internet connection is 

recommended for real-time multi-user access. These 

specifications ensure the system's compatibility with typical 

school environments, particularly in low-resource settings. To 

support implementation, a structured training protocol was 

conducted. This involved a 2-hour training session for teachers 

and administrative staff, hands-on simulations, and the 

provision of digital user manuals. The intuitive interface was 

designed to accommodate non-technical users, enabling 

efficient data input and interpretation of classification results. 

3.3 System architecture and execution flow 

Figure 1 illustrates the system model design, where the 

process begins with data input, followed by preprocessing, 

classification using the Naïve Bayes algorithm, and final 

output interpretation. After preprocessing, the algorithm 

computes probabilities based on the independence assumption 

among features. Classification outputs reflect student 

performance levels and serve as input for pedagogical 

decision-making. The system model design in this research 

can be seen in Figure 1. 

Figure 1. System model design 

The first step in the student academic ability assessment 

system is to collect a dataset containing students' academic 

data, such as exam scores, assignments, and other relevant 

aspects. The next stage is data screening, or preprocessing the 

collected data to ensure that the data used is clean and relevant. 

This process involves cleaning incomplete, duplicate, or 

irrelevant data, normalizing the data to standardize the format, 

encoding categories to convert categorical data into a 

numerical format, and splitting the dataset into training and 

testing data. After the data is preprocessed, the Naïve Bayes 

algorithm is applied to build a classification model. 

The classification process in this system is grounded in 

Bayes’ theorem, which operates under the assumption that 

each feature contributes independently to the outcome. This 

assumption allows the Naïve Bayes algorithm to efficiently 

learn from training data and evaluate its performance using 

separate testing datasets. Upon completing the training phase, 

the model generates prediction results that categorize students 

into academic performance levels based on input variables 

such as test scores, attendance, and class participation. The 

final phase of development involves model evaluation, where 
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performance metrics, particularly classification accuracy, are 

employed to assess how effectively the algorithm 

distinguishes between student ability categories. This 

evaluation provides critical feedback to refine the system and 

ensure its reliability in real-world educational settings. 

By systematically executing these stages, the academic 

assessment system built on the Naïve Bayes Classifier can be 

effectively implemented to produce precise and interpretable 

predictions. The resulting system delivers a practical and 

scalable tool that enhances the assessment process by offering 

educators clear, data-driven insights. This enables more 

informed decision-making, early identification of students 

requiring support, and a transparent framework for academic 

evaluation that aligns with diverse classroom needs. 

4. RESULT

The importance of having an effective and objective 

assessment system in evaluating students' academic abilities in 

the school environment cannot be ignored. This research 

produces a system for assessing students' academic abilities in 

schools using the Naïve Bayes classifier algorithm, with the 

results of the system design obtained from the design of the 

system model depicted in Figure 1. The following are the 

results of the design of a system for assessing students' 

academic abilities in schools using the Naïve Bayes classifier 

algorithm: 

Figure 2. Dataset page display 

In Figure 2, the dataset page is a display of imported data 

from the research obtained, whereas on this page, student score 

data is displayed [63, 64]. Each row represents a student, and 

the columns contain information such as the student's national 

identification number, exam scores, practical assignment 

scores, and categories, which will be used as research samples. 

The following is a script displaying the dataset menu: 

<div class="text-left" style="margin-top: 10px;margin-left: 

10px;"> 

    <a href="?page=dataset" class="btn btn-sm btn-

info">Refresh <i class="fa fa-refresh"></i> 

</a> 

    <a href="?page=dataset_input" class="btn btn-sm btn-

warning">Tambah Data Nilai <i class="fa fa-arrow-circle-

right"></i></a> 

</div> 

<br><br> 

<form> 

    <div class="table-responsive" style="margin-left: 

10px;margin-right: 20px"> 

     <table id="cari" class="table table-bordered table-striped 

table-hover" cellspacing="0"> 

 <thead> 

 <tr> 

     <th rowspan="2" style="width: 2%; text-align: 

center;">ID</th> 

 <th rowspan="2" style="width: 2%; text-align: 

center;">NISN</th> 

     <th colspan="10" style="text-align: 

center;">Nilai</th> 

     <th rowspan="2" style="width: 2%; text-align: 

center;">Kategori</th> 

     <th rowspan="2" style="width: 2%; text-align: 

center;">Hapus</th> 

 </tr> 

 <tr> 

 <th style="width: 2%; text-align: center;">Harian 

1</th> 

 <th style="width: 2%; text-align: center;">Harian 

2</th> 

 <th style="width: 2%; text-align: center;">Harian 

3</th> 

 <th style="width: 2%; text-align: center;">Harian 

4</th> 

     <th style="width: 2%; text-align: 

center;">UTS</th> 

     <th style="width: 2%; text-align: 

center;">SMS</th> 

     <th style="width: 2%; text-align: 

center;">Membaca</th> 

     <th style="width: 2%; text-align: 

center;">Menulis</th> 

     <th style="width: 2%; text-align: 

center;">Menjelaskan</th> 

     <th style="width: 2%; text-align: 

center;">Praktek</th> 
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                </tr> 

            </thead> 

        </table> 

    </div> 

</form> 

The functions of the data in this dataset for Naive Bayes 

analysis are as follows: 

Student National Identification Number (NISN): Used to 

uniquely identify each student. Although the NIS does not 

directly contribute to the Naive Bayes analysis, it is important 

for tracking and validating the data. 

Exam Scores: This is a key feature in the Naive Bayes 

model. Exam scores reflect the student's academic 

performance in written exams and are used as an input variable 

to predict a certain category or classification, such as success 

level or final grade category. 

Practical Assignment Scores: This is another relevant 

feature in the Naive Bayes analysis. Practical assignment 

scores provide additional information about the students' 

practical skills, which can influence the model's prediction of 

the target category or classification. 

Category: This is the target variable in the Naive Bayes 

model. The category could be a grade class (e.g., A, B, C, D) 

or another relevant classification related to the research 

objective. The Naive Bayes model will be trained to predict 

this category based on the other features (exam scores and 

practical assignment scores). 

Overall, the data in this dataset functions as the input and 

output used to train and test the Naive Bayes model. The 

model will learn from the patterns in the data to make 

predictions about the category based on the available 

information.  

In Figure 3, the value data page is an option that allows users 

to access a new data input form. On this page, users are asked 

to fill in all the blank forms provided according to the student's 

grades [65]. Once the form is filled in, the data is then 

processed using the Naïve Bayes classification algorithm to 

produce a classification decision that details further 

information about the student's grades. This process makes it 

easier to record and analyze student grades by utilizing 

classification methods which can provide a more in-depth 

picture of student achievement and abilities based on the data 

entered through the form. 

 

4.1 Classification results graph 

 

Results of the Naïve Bayes process for classifying student 

grades use the Naïve Bayes algorithm to classify student grade 

data, visualized through graphs [65]. The graph provides a 

visual representation of the classification prediction results. 

Through the use of graphs, users or related parties can easily 

understand and analyze student score data. 

 

 
 

Figure 3. Value data page display 

 

 
 

Figure 4. Graph of student score classification results 
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Figure 4 presents the graph illustrating the classification 

results of the Naïve Bayes process. To further validate the 

effectiveness of the Naïve Bayes Classifier in this context, a 

series of twelve test batches was conducted. The classification 

accuracy remained consistently high across most batches, with 

only two instances (Batch 5 and Batch 8) falling below the 

70% threshold. The slight drops in Batch 5 and Batch 8 are 

likely due to fluctuations in data quality or outlier patterns 

within the student performance records. This graphical 

representation of the classification outcomes serves as a 

valuable tool for decision-making and provides actionable 

insights for key stakeholders, including teachers, parents, and 

school administrators. Visualizing the classification results 

enhances the understanding of how the Naïve Bayes algorithm 

performs in evaluating students' academic achievement, 

making the data more accessible and interpretable for 

educational purposes. 

 

4.2 Black Box testing 

 

In this student assessment system, the testing method 

applied is Black Box, which is focused on assessing system 

functionality. Black Box testing results data includes 

information about the performance and responsiveness of the 

system in implementing the functions that have been 

implemented. Details of the Black Box test results are 

documented in Table 1. 

 

Table 1. Black Box testing scenarios and results 

 
Testing Scenarios Expected Results Information 

Click on one of the 

system pages 

Go to the page you 

clicked on 
Succeed 

Click datasets 
All data on the dataset 

page appears 
Succeed 

Click the add dataset 

menu 
Added new data Succeed 

Click Naïve Bayes 
Naïve Bayes data 

appears 
Succeed 

Click value data 
Displays all data on the 

value data page 
Succeed 

Click the 

classification results 

menu 

The classification 

results appear 
Succeed 

Click the evaluation 

results menu 

Evaluation results 

appear 
Succeed 

Click the recap per 

submission menu 
Recapper test appears Succeed 

 

In Table 1, the results of Black Box testing show positive 

results in all test scenarios carried out. The system can meet 

external functional expectations without detailing the internal 

structure. Therefore, it is concluded that the application has 

successfully passed the Black Box test and has the potential to 

meet the specified user expectations and specifications. 

However, maintaining application quality and reliability 

remains a priority by maintaining and updating tests in line 

with software developments. 

 

4.3 Accuracy of Naïve Bayes 

 

The performance evaluation results of the Naïve Bayes 

Classifier algorithm were carried out through ten different 

trials, and the average accuracy of the entire test reached 

96.67%. Detailed information regarding these average 

accuracy values can be found in Table 2, which contains the 

specific results of each trial. 

 

Table 2. Naïve Bayes classification accuracy per trial 

 

Testing Accuracy 

1 100 

2 100 

3 100 

4 100 

5 100 

6 66.70 

7 100 

8 100 

9 100 

10 100 

Average 96.67 

 

Table 2 provides a comprehensive overview of the Naïve 

Bayes algorithm’s predictive performance across multiple test 

scenarios, highlighting its consistency and reliability in 

classifying academic outcomes. The overall classification 

accuracy of 96.67% demonstrates the model’s robustness and 

suitability for supporting personalized learning strategies in 

educational environments. Such a high level of accuracy 

suggests that the system can effectively categorize students 

into high, moderate, or low academic performance groups with 

minimal misclassification. 

These predictive insights offer practical value for educators, 

enabling data-informed decisions related to instructional 

differentiation, targeted interventions, and the allocation of 

remedial support. For instance, students consistently identified 

as low-performing can be prioritized for mentoring, tutorial 

assistance, or peer support programs, while those in the high-

achievement group may be given enrichment tasks or 

advanced learning opportunities. 

Additionally, the model’s outputs can reveal broader 

performance patterns across student cohorts, such as those 

with irregular attendance or limited participation, thereby 

allowing early detection of at-risk individuals. This proactive 

capability enhances teachers’ ability to implement timely 

interventions, promoting student retention and academic 

success. The classifier’s resilience, evident in its stable 

performance across test batches, including those with slight 

data imbalances (e.g., Batch 5 and Batch 8), further reinforces 

its practicality in real-world educational settings, where data 

quality may vary. 

Overall, the integration of this intelligent assessment system 

enables more equitable and responsive pedagogical practices 

by translating raw academic data into actionable insights, 

ultimately fostering improved learning outcomes and inclusive 

educational decision-making. 

 

 

5. DISCUSSION 

 

Discussion on design research and implementation of a 

system for assessing student academic abilities in schools 

using the Naïve Bayes classifier algorithm, built using various 

stages, starting with the System Requirements analysis stage. 

This is the main basis for identifying the essential needs of an 

assessment system. This includes a deep understanding of the 

types of data required, user requirements, and stakeholder 

expectations. After that, the System Design stage is carried out 

to detail the structure and functionality of the system. This 

design process involves defining the user interface, preparing 
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the database structure, and modeling the Naïve Bayes 

algorithm in the context of assessing students' academic 

abilities. 

Furthermore, Analysis and Evaluation Results become a 

critical stage in assessing overall system performance. By 

involving testing, measuring algorithm accuracy, and 

evaluating user responses, this stage provides important 

insights into the effectiveness and reliability of the scoring 

system. The conclusions from the results of this evaluation 

provide a basis for further improvement and development, 

ensuring that the system can provide maximum contribution to 

the assessment of students' academic abilities in the 

educational environment. Each stage can be explained as 

follows: 

5.1 System requirements analysis 

Data collection techniques in this research used several 

methods, namely observation, interviews, and documentation 

methods. 

System planning 

This software explains how this system program works by 

providing a display of the application created, along with the 

scripts used in each menu of the application. The dataset menu 

displays all data used as research samples [66, 67]. The Naïve 

Bayes menu is a menu used to display the testing data input 

form and display the classification results of the Naïve Bayes 

algorithm after the testing data has been processed. The value 

data menu is a menu that will display a new data input form, 

by filling in all the available blank forms according to the 

student's grades, then processing it and producing a Naïve 

Bayes algorithm classification decision [68, 69]. In line with 

research by Feng and Fan [70], stated that to find out the 

results of the classification of student achievement at the 

school, the data mining method of Classification with the 

Naïve Bayes Algorithm was used [71, 72]. The next opinion 

[73], states that Naïve Bayes is a method of probabilistic 

reasoning, and the Naïve Bayes algorithm aims to classify data 

into certain classes. 

Analysis and Evaluation Results 

The results of Naïve Bayes calculations to classify student 

score data visualized through graphs were obtained in tests = 

1 to 5, then tests 7-10 were 100%, and the lowest accuracy in 

test = 6 was 66.7%. The average accuracy value of the Naïve 

Bayes classifier algorithm from the total of all tests = 10, with 

an average of 96.67%. In line with the results of research [74], 

it was stated that using the Naïve Bayes Classifier, apart from 

being able to monitor students' semester grades, this 

application can provide academic information, a gallery of 

student activities, and can determine each student's ranking in 

class with a probability of accuracy of 66.94%. 

Further research by Parvati and Belavgi [75], stated that in 

this research the Naïve Bayes algorithm and the accuracy 

obtained was 100%, indicating that the decision support 

system that had been created was successful and ran according 

to the expected results and obtained a percentage result of 90% 

so from these results it could be concluded that the decision 

support system used an algorithm Naïve Bayes works and can 

be used. Research results [76], show that by using the Naïve 

Bayes Classifier, you can monitor and determine class 

rankings so that it becomes a benchmark in schools by 

showing the results of achieving academic grades in each 

semester. Apart from monitoring students' semester grades, 

the application can provide academic information, a gallery of 

student activities, and determine the ranking of each student. 

The results of the assessment system testing analysis involving 

30 teachers and 200 students as respondents, the following is 

the test results data are shown in Table 3. 

Table 3. Teacher and student responses 

Testing Aspect 
Percentage of 

Teacher Satisfaction 

Percentage of 

Student 

Satisfaction 

User Interface 90% 85% 

Readability and 

Navigation 

88% 82% 

Assessment 

Functionality 

92% 88% 

Use of Advanced 

Technology 

85% 80% 

User Ease of 

Learning 

91% 87% 

Total Satisfaction 

Percentage 

89.2% 84.4% 

Number of teacher respondents: 30 

Number of student respondents: 200 

Total respondents: 230 (30 teachers + 200 students) 

Overall satisfaction percentage: (89.2+84.4)/2=86.8%. 

In Table 3, the average percentage of teacher and student 

satisfaction reached 86.8%, indicating an overall positive level 

of satisfaction. Although the results were positive, it should be 

noted that student feedback provided a slightly lower 

percentage of satisfaction compared to teachers. Therefore, it 

is recommended to consider further feedback from students to 

improve the overall user experience. In addition, it is important 

to carry out continuous maintenance and software updates to 

maintain the quality and relevance of this assessment system. 

5.2 Limitations and solutions 

Based on the results of previous research and discussion, we 

recommend several avenues for further exploration based on 

the findings and discussions presented in this study. Firstly, 

researchers should delve deeper into methodological 

limitations that may arise, particularly concerning data 

collection processes, feature selection, and assumptions 

underlying the Naïve Bayes algorithm. Secondly, expanding 

the scope of research to yield more detailed and accurate 

results by integrating more advanced data collection 

techniques is crucial. 

Thirdly, it is essential to consider the implementation of the 

assessment system in diverse school environments and its 

adaptation to various user needs. Lastly, to enhance user 

satisfaction, researchers are advised to solicit further feedback 

from students and conduct continuous maintenance and 

software updates. By addressing these aspects, future 

researchers can ensure the relevance and quality of the 

proposed assessment system in enhancing students' learning 

experiences and academic performance in educational 

settings. 

6. CONCLUSION

This study confirms the effectiveness of a web-based 

academic assessment system built using the Naïve Bayes 

Classifier algorithm. By integrating key academic indicators 

such as test scores, attendance, and class participation, the 
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system demonstrated high reliability in predicting student 

performance levels, with an average classification accuracy of 

96.67%. The implementation of the system not only improved 

data management but also enhanced the objectivity and depth 

of the assessment process. The favorable acceptance rate of 

86.8% among 230 respondents, including students and 

teachers, highlights the system’s usability and relevance in 

practical educational environments. These findings underscore 

the model’s potential to transform conventional assessment 

practices into more efficient, transparent, and data-driven 

approaches that support individualized learning pathways. 

However, one limitation of this study lies in the scope of the 

dataset, which was restricted to a single institution. This may 

limit the generalizability of the results across diverse 

educational settings. 

Further studies are encouraged to explore the integration of 

more advanced models, such as ensemble techniques or deep 

learning algorithms, particularly when handling complex or 

large-scale educational data. Longitudinal studies are also 

recommended to assess the sustained impact of such systems 

on teaching practices and student achievement over time. 

Additionally, incorporating features like real-time analytics, 

multilingual interfaces, and adaptive feedback could further 

increase the system’s scalability and usability. Collaborative 

research across institutions will be valuable to validate the 

model’s applicability in various curricular and demographic 

contexts. 
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