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Ambiguity in sentence classification is a major challenge in natural language processing
(NLP), as it requires a deep understanding of complex semantic contexts. Although various
text embedding models have been applied to text classification tasks, comprehensive
evaluations of their effectiveness in detecting ambiguous sentences, particularly in
Indonesian news corpora, remain limited. This study addresses that gap by comparing the
performance of five text embedding models TF-IDF, Word2Vec, FastText, BERT, and GPT
combined with five binary classification algorithms: Logistic Regression, Random Forest,
bagging, Multinomial Naive Bayes, and Gaussian Naive Bayes. The dataset was derived
from the XL-Sum Indonesian news corpus, with sentences automatically labeled as
ambiguous or unambiguous using the Claude 3.5 language model. Experimental results
show that the combination of Gaussian Naive Bayes with GPT embeddings achieved the
best performance in ambiguous sentence classification, with a recall of 71% and an F1-
score of 60%. Meanwhile, the combination of TF-IDF with bagging yielded the highest
accuracy of 83% for unambiguous sentence classification. These findings highlight the
critical role of selecting appropriate embedding and classification models to enhance

accuracy in semantically ambiguous sentence classification for the Indonesian language.

1. INTRODUCTION

Textual data on online news platforms is growing rapidly,
as more and more information is produced and disseminated
through various digital channels [1]. A vast amount of varied
data is produced daily by the millions of news stories, opinions,
and articles that are uploaded. This presents both a difficulty
and an opportunity for the field of natural language processing
(NLP), especially when it comes to organizing, categorizing,
and gleaning pertinent data from the ever-expanding body of
text [2-4]. As a result of the increasing amount of content
available, it is important to handle a variety of information,
including that which is ambiguous or unclear. Ambiguities in
text often arise due to different interpretations of words or
sentences, which can be influenced by social context, culture,
or even language changes over time. For example, words or
phrases in news articles can have more than one meaning,
depending on how and where they are used [5].

Ambiguity is an inherent characteristic of human language,
where a single word or sentence can have multiple
interpretations based on context, word meaning, or sentence
structure. There are many difficulties with this language issue,
particularly when it comes to classifying news texts.
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Ambiguity becomes a significant issue in the area of text
categorization when attempting to assign a text the appropriate
label. For instance, | will meet you at the bank tomorrow can
signify different things to different people. Depending on the
proper interpretation, the term bank can refer to either a
financial institution or the riverbank, resulting in several
categories. An automated system could easily misclassify the
sentence if it doesn't have a good knowledge of the context [5-
7].

In the context of ambiguous sentence classification, the
main focus lies on identifying and distinguishing between
sentences that have more than one meaning or interpretation
based on their context. This process involves the use of models
designed to distinguish between ambiguous and unambiguous
sentences. The goal of classification is to determine if a
sentence has more than one valid interpretation or if the
meaning is clear. The approach used is binary classification,
where sentences are grouped into two classes:

e Ambiguous: Sentences that have more than one
meaning depending on the context.

e Unambiguous: Sentences whose meaning is clear
and leave no doubt.

The problem of ambiguity in news classification is one of
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the main challenges to overcome, especially since news often
contains  complex, multi-interpretive, or  confusing
information. Ambiguity in news can arise from various factors,
such as insufficient context, unclear language, or different
interpretations of an event. In addition, news often presents
information spread across several interrelated sentences or
paragraphs. Ambiguity can occur when the analysis does not
consider the broader context. In many cases, the meaning of a
sentence or phrase in the news can change or become unclear
without considering the entire context. Therefore, an approach
that takes into account the global context is crucial to
overcoming this challenge.

Text ambiguity classification using machine learning has
gained attention in various fields. An automated approach
combining text mining and machine learning has been
proposed in software engineering to detect ambiguous
software requirement specifications, thus potentially reducing
project risk. Ambiguous software requirement specifications
can cause problems in software development [8]. For Support
Vector Machine classifiers, feature selection techniques like
the Ambiguity Measure can drastically cut down on training
time without sacrificing accuracy. The issue occurs when
classifying vast volumes of data becomes challenging due to
the enormous dimensionality of the feature space in text
classification [6]. A comparative analysis of various
classification algorithms, including Naive Bayes, SVM,
Random Forests, and Decision Trees, has been conducted
using the Weka tool to identify ambiguities in requirements
engineering documents [9, 10]. The problem in this research is
the comparison of various supervised text classification
algorithms on datasets with part-of-speech ambiguity. This
research shows that Decision Tree often performs well in
terms of accuracy and computational efficiency. In addition, a
hybrid model that integrates multiple algorithms has been
proposed to further improve the classification accuracy [9].

Current ambiguity handling methods still face challenges
despite rapid advances in technology and models that have
been developed, such as transformer-based models, deep
learning, and machine learning. Ambiguous text detection by
utilizing machine learning algorithms to detect ambiguous
software requirements. In order to identify unclear software
needs, nine distinct machine learning classification algorithms
were evaluated [8]. Although it requires more time to train, the
Support Vector Machine (SVM) classification algorithm
outperforms other text classification algorithms. In order to
address the high-dimensional challenge, the Ambiguity
Measure (AM) feature selection method is required. It claims
to cut training time by over 50% while preserving or
enhancing text classifier accuracy when compared to using the
entire feature set [6]. Several supervised text classification
algorithms, including Naive Bayes, SVM, and Random
Forests, are applied to a dataset of 2000 sentences with part-
of-speech ambiguity. The accuracy, F-score, recall, and
precision of the various classification algorithms are tested and
evaluated using a confusion matrix, and the results show that
each algorithm's accuracy is only 66-84%. The hybrid model
AmbiF is suggested to raise the accuracy to 85% [9]. In
automating ambiguity detection in software requirement
specification (SRS) documents by using two text classification
systems, the algorithm's performance is evaluated using two
feature sets: one at the sentence level and one at the discourse
level. The text classification system's matrix accuracy in
identifying ambiguity is 86.67%. However, this study's
shortcoming is that it solely examines the use of text
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classification to automate requirements engineering ambiguity
detection; as a result, no prior research can be compared [11].
When employing machine learning methods for semantic
disambiguation of ambiguous text data, the issue is decreased
interpretability and accuracy. The suggested method or
algorithm is a hybrid approach that combines the effectiveness
of machine learning optimization with the ability to
distinguish ambiguities as features that are both semantically
and interpretively significant [12]. Three strategies are
suggested in this study to enhance the effectiveness of
semantic relatedness metrics. With four improvement
methods—dimension removal, offset transformation, uniform
transformation, and harmonic series transformation—the first
approach tackles abnormal dimensions in word embedding
models like GloVe and HPCA. It has been demonstrated that
removing abnormal dimensions significantly improves
performance. The second approach combined linear word
embedding with WordNet path information, which
successfully outperformed the comparison model on seven out
of eight benchmark datasets. The third approach used support
vector regression (SVR) to combine features from WordNet
and word embedding, resulting in the best performance against
all benchmark models. These findings show weaknesses in
current optimization algorithms and highlight the potential of
combining WordNet with word embedding. Future plans
include further exploration of abnormal dimensions, broader
utilization of WordNet information, and development of
WordNet-based regression methods [13].

The contribution of this research presents a new approach
in the classification of ambiguous sentences in Indonesian
through a thorough evaluation of five main text embedding
models (TF-IDF, Word2Vec, FastText, BERT, and GPT)
integrated with binary classification algorithms. The main
contributions of this study are (1) Development of Embedding
Evaluation Benchmark for Ambiguity Detection in Indonesian,
to date, there has been no comprehensive study comparing the
performance of classical and transformer-based embedding
directly for ambiguous sentence detection tasks in Indonesian.
This research introduces the first experimental benchmark on
the XL-Sum Indonesian news corpus, which involves more
than 90,000 sentence data that have been labeled with
ambiguities. (2) Innovation in Dataset Labeling Process with
Large Language Model (Claude 3.5), To overcome the
challenges of limited human annotators and subjectivity in
determining ambiguity, this research utilizes Claude 3.5 as an
automatic semantic classification model to label ambiguous or
unambiguous. This approach is the first LLM-based large-
scale annotation strategy applied to Indonesian data and can
be replicated for other corpus in the future. (3) Combination of
GPT Model with Gaussian Naive Bayes as a Contextual
Classification Strategy, this study shows that the combination
of GPT embedding with Gaussian Naive Bayes produces the
best performance for detecting ambiguous sentences,
especially in the recall metric (0.71) and F1-score (0.60) in the
ambiguous class. These results show that simple probabilistic
models such as GNB can achieve high performance when
combined with rich contextual embedding. This proves that
the low-complexity classifier + high-semantic embedding
strategy can be an efficient solution for ambiguity detection,
especially in computationally constrained environments. (4)
Performance and Generalization Analysis of Embedding
Variants, this research provides an in-depth understanding of
how each embedding model works in handling ambiguous
contexts. It is shown that frequency-based embedding (TF-



IDF) has high accuracy but is weak in ambiguous class recall,
while models such as Word2Vec and FastText are less able to
capture global semantic relations. In contrast, GPT and BERT
showed superior ability in understanding semantic nuances
and hidden context meanings.

The structure of this paper consists of Section 1, discussing
the introduction, phenomena and problems raised in this
research. Section 2 reviews relevant previous research and
explains the position and differences of this research approach
compared to previous studies. Section 3 presents the proposed
method, including the data labeling process, text embedding
modeling, and classification. Section 4 presents the
experimental results and performance analysis of various
model combinations. Finally, Section 5 summarizes the main
findings and provides future research directions.

2. RELATED WORKS

The assessment of embedding models for Indonesian text in
ambiguous sentence categorization using binary classifiers is
a crucial topic of study in the field of text processing. The
usefulness of various models and methods for text analysis
tasks, particularly in the context of sentence classification, has
been the subject of numerous research. There are issues with
ambiguity in requirements engineering papers written in plain
language, which can hinder the software development process
and compromise the end product's quality. In order to
automatically categorize requirements engineering papers as
ambiguous or unambiguous at the syntactic level, a text
classification technique is presented. The objective is to
minimize or reduce ambiguity in requirements engineering
papers by using machine learning approaches to identify its
presence [6, 8, 10]. Using the WordNet database as a guide,
this study suggests three approaches for determining the
meaning of social tags: co-occurrence-based methods, Lin-
based information theory, and latent semantic analysis (LSA).
Findings indicate that the co-occurrence and LSA w
approaches perform best, with LIN and LSA_w being more
resilient to changes in the quantity of tag meanings and
Boolean effects. However, the highest decision success rate is
achieved by the co-occurrence method. This research is
limited to tag meanings defined in WordNet and data from
Delicious, but the approach can be extended to other platforms
such as Flickr and YouTube. Future plans include involving
more tags in the experiments as well as investigating the
connection between collective intelligence in social tagging
and tag meaning disambiguation [14]. Tackle the problem of
word meaning disambiguation by utilizing the technique of the
word embedding model, which is to be trained with the RNN-
LSTM model and then measured for the meaning value. The
limitation is the unavailability of context. The purpose is to
classify the meaning of ambiguous words and map the output
to WordNet to retrieve the correct meaning. [7]. The necessity
for efficient techniques to resolve word meaning ambiguity in
biomedical texts is addressed in this study. Scholars employ
supervised learning methods, including artificial neural
networks based on Long Short-Term Memory (LSTM) and
Support Vector Machine (SVM), which utilize features from
the context of ambiguous words as well as global information
extracted from MEDLINE through word embedding. The
findings demonstrate that on the MSH WSD dataset, the
combination of unigrams and SVM-based word embedding
yields better results [15]. This research addresses the problem
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of ambiguity in software written using natural language, where
ambiguous words can be interpreted differently by
stakeholders from different domain expertise. The technique
used is a word embedding-based natural language processing
approach to detect and quantify the potential ambiguity of such
words across different subdomains. This research evaluates
the effectiveness of word embedding in identifying domain-
specific ambiguities, with the primary objective of detecting
and resolving ambiguous words in natural language text [16].
The issue of word meaning ambiguity in code-mixed social
media texts—where word meanings might change according
on the context—is the main topic of this study. Using a
hierarchical Long Short-Term Memory (LSTM) model, the
researcher suggests a character embedding-based method to
determine the language and context of ambiguous words in
phrases with mixed codes. The primary goal of this study is to
use machine learning to clarify word meaning ambiguity in
code-mixed text [17]. This research addresses the importance
of addressing ambiguity in natural language, especially in
information retrieval. Word embedding is able to capture
semantic information but is less effective in handling
ambiguity, especially on single-word queries. While
transformer models can handle ambiguity in complex queries,
their use is limited by high training costs and the need for
sensitive data. As a more efficient solution, this study uses
DBSCAN clustering on latent space to identify and evaluate
word ambiguity. This method produces clusters that are
semantically coherent and accurately reflect the meaning of
words while offering a more resource-efficient approach than
the transformer model [18]. The topic of text classification
utilizing embedded words to represent the text is the main
subject of this study. The objective is to assess how well text
categorization performs using word embedding representation,
which makes it possible to model semantic relationships in text
more effectively [19]. This research addresses the problem that
machines cannot inherently understand natural language
meaning and require human parameters to model semantic
relationships. By using local context information, the newly
presented Content Tree Word Embedding (CTWE) technique
seeks to address the shortcomings of current word embedding
techniques. The primary goal of this study is to demonstrate
that, in contrast to other word embedding techniques like
GloVe and Word2Vec, the CTWE strategy can enhance
performance in document categorization tasks [20]. This
research addresses the problem of word meaning
disambiguation in a clinical context, specifically for
deciphering clinical abbreviations. The technique used
involves training SVM and Naive Bayes models with four
different strategies that integrate pre-trained word embeddings
as features. The findings demonstrated that, when employing
pre-trained models from Wikipedia, PubMed, and PMC texts,
the SVM model had the maximum accuracy of 97.08%.
However, this study has limitations related to the lack of
resources for low-resource languages, which requires new
approaches to extract abbreviations and their definitions from
clinical narratives. This study's primary goal is to evaluate the
effectiveness of two machine learning algorithms employing
pre-trained word embeddings and various feature types [21].
Addresses the problem of acronym ambiguity in scientific
papers by developing a method to decipher acronyms. The
technique used compares the context vector of the acronym
with the weighted average vector of the words in its expansion.
Its performance is measured by comparing the results with the
classical cosine similarity approach. The main objectives of



this research are to develop a widely applicable acronym
parsing technique that does not require training for each
acronym and to show that word embeddings trained on
scientific texts perform better than word embeddings trained
on a general corpus [22]. Transformers approaches such as the
BERT Model have been extensively analyzed and evaluated in
terms of lexical ambiguity, demonstrating their effectiveness
in dealing with word sense disambiguity tasks [23]. The
evaluation of embedding models, particularly BERT, for
Indonesian text processing in ambiguous sentence
classification using binary classifiers, is still an important area
of research. The significance of insertion models in natural
language processing has been demonstrated by the notable
improvement in text classification task performance achieved
through the combination of deep learning models, hybrid
feature extraction approaches, and pre-trained language
models [24]. Previous research in ambiguity detection has
generally focused on English-language corpus, such as
software specification documents or medical texts, with
approaches such as Word Sense Disambiguation (WSD) [25,
26], rule-based methods, or simple ML models. However,
such approaches are less adaptive to low-resource languages
such as Bahasa Indonesia, especially in the context of news
[27]. Moreover, there have not been many studies that
explicitly compare traditional and transformer-based
embedding for ambiguity detection tasks. This research fills
the gap by systematically benchmarking text embedding on

ambiguous/unambiguous labeled datasets in Bahasa Indonesia.

3. PROPOSED METHOD

This study aims to evaluate various embedding models in
the classification of ambiguous sentences in the BBC
Indonesia news corpus using binary classifiers. In this context,
embedding approaches are crucial to semantically represent
the text and capture the context of ambiguous sentences. The
tested embedding model aims to improve classification

accuracy by overcoming the challenges of language ambiguity.

The method used in this research involves various steps, from
data preprocessing to the application of machine learning
models to classify sentences into binary categories. This
approach is designed to measure the effectiveness of
embedding in understanding the ambiguity and context of
Indonesian in a news corpus. Figure 1 illustrates the design of
this proposed study.

3.1 Indonesian news corpus dataset

The data used in this study were obtained from the hugging
face which is the content of XL-Sum BBC News which can be
accessed through the portal
https://huggingface.co/datasets/csebuetnlp/xIsum/viewer/indo
nesian which consists of training, testing and validation data
[28].

3.2 Labelling dataset

The ambiguity labeling process in this study was conducted
automatically using Claude 3.5 Sonnet, a large language
model (LLM) developed by Anthropic, which has
demonstrated strong capabilities in semantic understanding
and linguistic analysis. The dataset, consisting of news
headlines and corresponding sentences, was processed by
sending structured prompts to the Claude API, which returned
binary labels—O0 for relevant and unambiguous sentences, and
1 for potentially ambiguous or contextually irrelevant ones.
This approach was chosen for two main reasons: first,
Claude 3.5 Sonnet exhibits advanced reasoning and contextual
analysis capabilities; and second, the use of LLMs enables
large-scale annotation that is both consistent and efficient,
minimizing the subjectivity commonly found in manual
labeling. The reliability of this method has also been supported
by prior research, where Claude 3.5 Sonnet achieved over 90%
accuracy in automatic grammaticality analysis on test datasets
[29], and demonstrated reliable scoring performance
comparable to human raters based on Rasch model analysis
[30]. Based on this evidence, the outputs generated by
Claude 3.5 are considered valid as ground truth for training
and evaluating ambiguous sentence classification in the
Indonesian news corpus.

The dataset labeling process is performed to identify and
classify sentences that contain ambiguous meaning
(ambiguous labels) and sentences that have clear or
unambiguous meaning (unambiguous labels). In this case, the
analyzed dataset consists of two main categories: ambiguous
sentences and unambiguous sentences. After labeling, 22,224
data records were found to fall into the ambiguous category,
while the remaining 77,431 data records were classified as
unambiguous. The distribution of words in the dataset used for
model training and evaluation is displayed in the total data
obtained, which can be used to analyze how the model
responds to textual ambiguity.
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3.3 Preprocessing

In this stage, the preprocessing technique uses tokenization
as an important step in text analysis to prepare raw data for
processing by the model, breaking the text into sentences,
making it easier for the model to understand the structure and
context of the text. The result of tokenization is a more
structured text. With this structured representation, the model
may perform better at identifying ambiguity and categorizing
text according to its context [3].

3.4 TF-IDF

In ambiguous and unambiguous classification experiments
in text, TF-IDF is used as a method to convert text into a
numerical representation that can be used by machine learning
algorithms [31]. TF-IDF helps extract important features from
text data by weighting words based on their frequency of
occurrence in a particular document and their relevance to the
overall data set [32].

3.5 BERT based embedding

BERT-based embedding is a transformer-based text
representation that understands word context bidirectionally,
making it highly effective in the classification of ambiguous
and unambiguous text. In this experiment, BERT is used to
generate a rich embedding that includes both semantic and
syntactic information from the text, allowing the model to
capture subtle differences based on word and phrase context.
This representation helps machine learning models, such as
Random Forest or Logistic Regression and other binary
classifier algorithms to distinguish ambiguous text with multi-
interpretive  words or complex phrases from clearer
unambiguous text [33-35].

3.6 Word2Vec

Word2Vec is a neural network-based learning method
called word embedding that uses words as numerical vectors
in a continuous space. Word2Vec has two primary methods:
Skip-gram and Continuous Bag of Words (CBOW). In order
to capture the semantic relationship between words, CBOW
predicts the target word based on the surrounding context, and
Skip-gram predicts the context word based on the target word
[36, 37].

3.7 FastText

FastText embedding is a text representation technique that
generates a vector for each word, enabling text classification
by capturing semantic and morphological relationships
between words, including ambiguous text. Compared to other
embedding methods, FastText can handle out-of-vocabulary
words because it is subword-based, making it superior in
capturing patterns in texts with language variations. In its
application, the generated word embeddings are averaged to
form sentence-level embeddings, which are then used as input
features for the classification model in the binary classifier
algorithm [38-40].

3.8 GPT-based embedding

Using pre-trained transformer models, such GPT
(Generative Pre-trained Transformer), to produce high-level
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semantic representations of text is known as GPT-based
embedding for ambiguous text categorization. GPT models,
which are trained on large amounts of natural language data,
are capable of capturing complex context, relationships
between words, and semantic nuances in text. In classification
tasks, the input text is processed by GPT to generate an
embedding or vector representation [41]. This embedding is
then used as a feature in binary classifier models such as
Logistic Regression, Random Forest, Gaussian-NB, etc., to
distinguish ambiguous and unambiguous text. The primary
benefit of GPT-based embedding is its context awareness,
which makes it highly efficient when dealing with ambiguous
material. However, because this method uses a lot of
computing power, a suitable infrastructure is needed to
implement it [42, 43].

3.9 Justification of embedding model selection

This research carefully selects five representative text
embedding models TF-IDF, Word2Vec, FastText, BERT, and
GPT to comprehensively evaluate various semantic
representation  approaches in  ambiguous  sentence
classification. TF-IDF offers a simple, computationally
efficient, and easy-to-interpret frequency-based representation.
Although it is unable to capture semantic context or word
order, TF-IDF is important to compare how much added value
is provided by more complex embedding models. Word2Vec,
as an early-generation neural embedding model, builds a
semantic representation based on word co-occurrence patterns.
Although efficient and widely used, Word2Vec produces a
static representation that does not reflect the variation of word
meaning in different contexts. FastText is an extension of
Word2Vec that takes into account subword information over
n-grams of characters, thus being able to handle languages
with complex morphology such as Bahasa Indonesia. BERT
enables bidirectional context modeling, where the embedding
of a word is influenced by all words in the sentence. This
research uses BERT which has been trained on the Indonesian
corpus so as to improve the understanding of the unique
linguistic structure of Indonesian. Meanwhile, GPT generates
contextual embedding through a unidirectional attention
mechanism based on autoregressive language modeling.
Although different from BERT, GPT embedding is able to
build a rich semantic representation by capturing meaning
dependencies between words over long ranges. The use of
GPT aims to explore the potential of generative models in
discriminative classification tasks, particularly for sentence
ambiguity detection.

The embedding model selection strategy in this study
considers a balance between semantic coverage,
computational efficiency, adaptability to available data, and
ease of implementation. While we recognize the empirical
superiority of models such as ELMo and RoBERTa in various
NLP benchmarks [44-46], the focus of this research remains
on methods that are in line with resource constraints,
interpretation needs, and deployment efficiency. As
recommended by a number of recent studies, the use of static
embedding and subwords such as TF-IDF, Word2Vec, and
FastText is still very relevant and competitive in many NLP
tasks, especially in non-generative domains and resource-
constrained systems.

3.10 Classification using binary classifier

Classification using a binary classifier is the process of



classifying data into two categories or classes, e.g.,
Ambiguous and Unambiguous in the context of text ambiguity
detection. Some of the algorithms wused for binary
classification  tasks include  Logistic  Regression,
BaggingClassifier, Random Forests, Multinomial Naive
Bayes (Multinomial-NB), and Gaussian Naive Bayes
(Gaussian-NB).

(1) Logistic Regression (LR)

By creating probabilities for two groups, the regression
procedure known as Logistic Regression is employed for
binary classification. For ambiguous or unambiguous
classification, this model uses a logistic (sigmoid) function to
transform the linear output into a value between 0 and 1 [47].

(2) Gaussian Naive Bayes (GNB)

When attributes in a data set are assumed to follow a
Gaussian (normal) distribution and have a continuous
distribution, the Gaussian Naive Bayes (GNB) form of the
Naive Bayes method is employed. In this algorithm, each
feature or attribute is viewed as a sample from a normal
(Gaussian) distribution that has a certain mean and variance
for each class [48].

(3) Multinomial Naive Bayes (MNB)

Multinomial Naive Bayes (MNB) is a probabilistic
generative approach used in language modeling, which
assumes that linguistic features (e.g., words in a text) are
conditionally independent of each other, given a given target
class. This approach is simple and highly scalable, allowing it
to be used on datasets with a very large number of classes, in
contrast to more complex discriminative classifiers [49].

(4) Random Forest (RF)

Several decision trees are combined in the Random Forest
ensemble method to provide decisions that are more reliable
and robust. Random Forest works well with complicated or
unstructured data since each tree is constructed by choosing a
random selection of attributes and data. Random Forest is
capable of handling more intricate word-context interactions
in text classification [50].

(5) Bagging algorithm

An ensemble approach called Bagging (Bootstrap
Aggregating) combines several classifiers that have been
trained on various training sets in an effort to enhance
prediction performance. This approach maintains the same
sample size while training each classifier on a training subset
that is obtained through redeployment from the original
training set. This method creates variance among individual

classifiers by using basic random sampling with replacement.
The final forecast is then determined by combining the output
from each classifier using either weighted majority voting or
majority voting. This technique effectively lowers variance
and raises the ensemble model's overall accuracy [51].

3.11 Evaluation

In machine learning, the evaluation matrix is used to gauge
how well the model performs when completing the
classification task. This assessment aids in comprehending the
model's ability to forecast the right result and its ability to
manage various mistake kinds, as evidenced by accuracy,
precision, recall, and F1-Score [32].

TP

Precision = (1)
TP + FP
TP
Recall = )
TP + FN
Precision * Recall
F1—score = 2 + ————— (3)
Precision + Recall
TP+ TN
Accuracy = —————— (4)
TP +TN + FP + FN

The confusion matrix approach is a very effective way to
calculate classification performance, such as accuracy,
precision, recall, and F1-score. The anticipated outcomes can
be used to validate the accuracy values that are used to gauge
classification performance based on the confusion matrix [3,
52, 53].

4. RESULT AND ANALYSIS
4.1 Experiment result

4.1.1 Performance of binary classifier model without using
text embedding model

This ambiguity classification experiment was conducted to
compare several binary classifier algorithms, Specifically,
bagging classifier, Random Forest, Logistic Regression,
Gaussian Naive Bayes (Gaussian-NB), and Multinomial
Naive Bayes (Multinomial-NB). The experiment's primary
goal is to assess each algorithm's capacity to identify the BBC
News dataset's ambiguous (label 1) and unambiguous (label 0)
classes. To give a thorough study of the classification findings,
performance metrics are based on precision, recall, f1-score,
and confusion matrix. The comparison of the binary classifier
algorithms' performance is displayed in Table 1.

Table 1. Performance classification report using binary classifier

C?;?;% r Accurac Precision Recall F1-Score Precision Recall F1-Score
Models y (Unambiguous)  (Unambiguous)  (Unambiguous)  (Ambiguous)  (Ambiguous) (Ambiguous)
Random 0.87 0.867 0.987 0.924 0.895 0.415 0.567

Forest
M“'t,'\l”é’m'a' 0.825 0.826 0.987 0.899 0.8 0.195 0.314
Logistic 0.83 0.831 0.99 0.90 0.818 0.22 0.346
Regression
Gaussian NB 0.845 0.864 0.956 0.907 0.708 0.415 0.523
Bagging 0.86 0.883 0.95 0.915 0.724 0.512 0.600
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Table 2. Performance of the text embedding model on the binary classifier algorithm

Text Embeddin AccUrac Precision Recall F1-Score Precision Recall F1-Score
9 y (Unambigous) (Unambigous) (Unambigous) (Ambigous) (Ambigous) (Ambigous)
TF-IDF + Logistic 0.81 0.81 0.99 0.89 0.86 0.14 0.24
Regression
TF-IDF + Gaussian 0.82 0.84 0.96 0.90 0.67 0.33 0.44
Naive Bayes
TF-IDF + Multinomial - o 0.81 1.00 0.89 1.00 0.10 0.17
Naive Bayes
TF-IDF + Random Forest 0.81 0.83 0.96 0.89 0.61 0.26 0.37
TF-IDF + Bagging 0.83 0.84 0.96 0.90 0.70 0.33 0.45
Classifier
BERT + nglstlc 0.81 0.85 0.91 0.88 0.55 0.40 0.47
Regression
BERT + Gaussian Naive 073 0.88 0.75 0.81 0.40 0.62 0.49
Bayes
BERT + Multinomial 0.79 0.84 0.89 0.87 0.48 0.38 0.43
Naive Bayes
BERT + Random Forest 0.79 0.80 0.98 0.88 0.50 0.07 0.12
BERT + Bagging 0.79 0.82 0.94 0.87 0.47 0.21 0.30
Classifier
Word2Vec + Logistic 0.79 0.79 1.00 0.88 0.00 0.00 0.00
Regression
Word2Vec + Gaussian 0,59 0.90 0.54 0.67 0.31 0.79 0.45
Naive Bayes
Word2Vec +
Multinomial Naive Bayes 0.77 0.79 0.97 087 047 0.02 0.0
Word2Vec + Random 082 0.83 0.97 0.90 0.71 0.24 0.36
Forest
Word2Vec + Bagging 0.81 0.83 0.95 0.89 0.60 0.29 0.39
Classifier
FastText + Logistic 0.79 0.79 1.00 0.88 0.00 0.00 0.00
Regression
FastText + Gaussian
Naive Bayes 0.67 0.87 0.69 0.77 0.34 0.60 043
FastText + Multinomial
Naive Bayes 0.79 0.79 1.00 0.88 0.00 0.00 0.00
FastText + Random 081 0.83 0.96 0.89 0.65 0.26 0.37
Forest
FastText + Bagging 0.81 0.84 0.94 0.89 0.61 0.33 0.43
Classifier
GPT + Logistic 0.82 0.82 0.99 0.90 0.88 0.17 0.28
Regression
GPT + Gaussian Naive 0.80 0.92 0.82 0.87 0.52 0.71 0.60
Bayes
GPT + Multinomial 0.74 0.88 0.78 0.83 0.42 0.60 0.50
Naive Bayes
GPT + Random Forest 0.83 0.84 0.97 0.90 0.75 0.29 0.41
GPT + Bagging 0.82 0.82 0.99 0.90 0.88 0.17 0.28

Classifier

Table 1 shows the performance comparison of the binary
classifier models in identifying two categories the ambiguous
class (label 1) and the unambiguous class (label 0) is displayed
in Table 1. With the highest accuracy of 87% and the best
precision, recall, and F1-Score in both categories, the Random
Forest model is the clear winner and exhibits a superb
performance balance. This makes Random Forest particularly
suitable for ambiguous text classification tasks as it is able to
capture complex patterns in the data. Bagging Classifier came
in second with 86% accuracy, and although slightly below
Random Forest, it also showed balanced performance in both
categories, making it a competitive alternative. In contrast,
simple probabilistic models such as Gaussian Naive Bayes and
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Multinomial Naive Bayes had lower accuracies of 84.5% and
82.5%, respectively, and both experienced significant
difficulties in detecting ambiguous text.

4.1.2 Performance of binary classifier algorithm after
integration of text embedding model for ambiguous text
classification

At this stage, the performance of the binary classification
algorithm is evaluated after integrating the text embedding
model into the ambiguous text classification process. The main
objective, as shown in Table 2, is to analyze whether the
embedding technique can reduce classification errors in
ambiguous texts.
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Table 2 shows that the integration of text embedding
improves classification performance, especially on ambiguous
text. Before embedding, simple representations such as TF-
IDF yielded high performance on unambiguous text but
struggled with ambiguous text, with low precision and recall.
After using embeddings such as GPT and BERT, there was a
significant improvement in performance, especially in the
GPT + Gaussian Naive Bayes combination, which recorded
the highest F1-Score (0.60) for ambiguous text. Embedding
GPT and BERT proved to be more effective compared to
Word2Vec and FastText, which still showed weaknesses on
ambiguous text despite performing well on unambiguous text.
Algorithms such as Gaussian Naive Bayes excel at capturing
ambiguous context, while methods such as bagging and
Random Forests tend to be stronger on unambiguous text.
Overall, GPT is the best embedding with the most balanced
performance, suggesting that richer text representations can
improve classification, especially for ambiguous cases.

Based on Figure 2, the integration of various text
embedding methods with different classification algorithms
results in competitive accuracy performance. Overall, TF-IDF
and GPT-based embedding showed the most consistent and
high-performing results in almost all algorithms. The highest
accuracy was achieved by GPT on Random Forest (0.83) and
Bagging Classifier (0.83), and by TF-IDF on Gaussian Naive
Bayes (0.82) and Bagging Classifier (0.82). Meanwhile,
BERT maintained a stable performance in the range of 0.77-
0.81 but did not consistently outperform the others. In contrast,
FastText showed the lowest performance, especially with
Gaussian Naive Bayes (0.59), and tended to underperform the
other embedding methods in most classifications. Word2Vec
also shows relatively lower accuracy, especially on Gaussian
Naive Bayes (0.69), although it remains competitive in some
cases. The integration of GPT or TF-IDF embedding with
binary classifier algorithms such as Random Forest and
Bagging Classifier resulted in the most optimal classification
performance, highlighting that modern and classical
embedding methods can be equally effective when paired with
the right algorithms.

Figure 3 shows that the integration of embedding techniques
in ambiguous text classification provides a significant change
in the performance of binary classifier models, especially in
detecting ambiguous text that was previously difficult to
handle with traditional approaches. Before the use of
embedding, algorithms such as Random Forest and Bagging
Classifier showed high accuracy (up to 0.87), but their
performance tended to be one-sided. The ambiguous precision
of Random Forest was quite high (0.895), but the ambiguous
recall was very low (0.415), reflecting the limitations of
traditional models in capturing the complex context of
ambiguous text. Understanding the semantic subtleties of the
text significantly improved after embedding, particularly in
GPT + Gaussian NB, which obtained the highest ambiguous
recall of 0.71 and a more balanced ambiguous F1-Score of
0.60. Embedding-based models such as GPT and BERT
successfully captured deeper semantic relationships, making
them ideal for context-dependent ambiguity detection tasks.
However, the size of the dataset employed can have an impact
on the performance of these embedding-based models, which
demand a lot of processing power. On the other hand, word
frequency-based embedding, such as TF-IDF, remains
relevant, especially in combinations such as TF-IDF +
Bagging Classifier, which achieves the highest accuracy of
0.83 with a good balance of performance in both ambiguous
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and unambiguous classes. In contrast, local context-based
embeddings such as Word2Vec and FastText show limitations
in capturing global semantic relationships, thus are less
optimal on small datasets and result in lower ambiguous F1
scores. In conclusion, modern embeddings such as GPT excel
in capturing ambiguous context in depth, while simple
approaches such as TF-IDF remain relevant due to their
efficiency and simplicity, both in terms of performance and
computational resources.

4.2 Comparison confusion matrix before and after
integrated text embedding

The classification model's prediction outcomes are assessed
using a confusion matrix when there are two classes:
ambiguous (1) and unambiguous (0). The confusion matrix in
this experiment gives a better idea of how the model divides
the input into the two groups. Tables 3 and 4 demonstrate how
the evaluation matrix was different before and after the
embedding approach was added to the binary classifier.

Table 3. Comparison of confusion matrix for each tested
binary classifier model

Binary True False False True
Classifier Positive  Positive  Negative  Negative
Models (TP) (FP) (FN) (TN)
Random 151 8 20 21
Forest
Multinomial
NB 152 7 24 17
Logistic
Regression 157 2 32 9
Gaussian NB 157 2 33 8
Bagging 157 2 24 17

Table 4. Comparison of confusion matrix after integration of
embedding technique for each binary classifier model

Model True False False True
Binary Positive  Positive  Negative  Negative
Classifier (TP) (FP) (FN) (TN)
Random 151 7 31 11
Forest
Multinomial
NB 158 0 38 4
Logistic 157 1 36 6
Regression
Gaussian NB 151 7 28 14
Bagging 152 6 28 14

Figure 4 show the comparison of confusion matrix findings
before and after embedding reveals that embedding has a
mixed effect on the performance of binary classifier models,
as seen in Tables 2-4. Gaussian Naive Bayes benefits
significantly from embedding, with improved detection of
ambiguous text (decreased FN to 28) and unambiguous text
(increased TN to 14), indicating a better balance of
performance. Multinomial NB also managed to reduce FP to
zero, indicating an excellent ability to detect unambiguous text,
but suffered a drastic drop in detection of ambiguous text (FN
increased to 38). The Random Forest and bagging classifiers,
on the other hand, performed worse after embedding; FN
significantly increased and TN significantly decreased,
suggesting that embedding is less effective for this model.
Logistic Regression showed little change, with a decrease in



performance in detecting ambiguous and unambiguous text.
Overall, embedding provides significant benefits to models
such as Gaussian Naive Bayes but is not necessarily beneficial
for all models, especially Random Forest and Bagging
Classifier, which show a decrease in performance. Models that
make good use of embedding can be used for tasks that require
a balance between ambiguous and unambiguous text.

4.3 Analysis

A more thorough understanding of each model's capabilities is
provided by the experimental findings, which compare the
models' performance in identifying unambiguous and
ambiguous texts before and after the embedding technique was
incorporated into the binary classifier algorithm. Table 4
shows the performance comparison on each binary classifier
algorithm.

Comparison of Metrics Before and After Embedding
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Figure 4. Comparison of confusion matrix before and after integration with embedding technique in binary classifier

Table 5. Model performance analysis

Aspects Without Embedding

With Embedding

Accuracy Up to 0.87 (Random Forest),
showing the best performance for overall
accuracy without utilizing complex text
representations.

Maximum 0.60 (Bagging Classifier),
showing the best balance between
precision and ambiguous recall before
embedding is used.

Up to 0.415 (Bagging Classifier),
indicating the traditional model struggles to
detect ambiguous text consistently.
High in some models, such as Random
Forest (0.895), but not matched by
sufficient ambiguous recall.

Low, utilizing traditional algorithms that
are fast and efficient for small datasets or
simple tasks.

Low, can work with small datasets without
significant performance degradation.

It is suitable for simple tasks, especially if
limited computing resources are a major
consideration.

Total Accuracy

F1-Score Ambigous

Recall Ambigous

Precision Ambigous

Computational
Complexity

Data Dependency

Usage Efficiency

U

Up to 0.83 (TF-IDF + Bagging), it remains competitive despite using a

simple word frequency-based approach.

Maximum 0.60 (GPT + Gaussian NB), equivalent to Bagging but with

significantly improved recall for ambiguous text.

pto 0.71 (GPT + Gaussian NB), reflecting the ability of modern
embedding to capture deeper semantic context.

More balanced, especially in GPT + Gaussian NB, which remains

competitive despite the increase in recall.

High, requiring large computational resources for embedding such as

GPT and BERT, especially on large datasets.

High, embedding-based models such as GPT and BERT require large

datasets to produce optimal text representations.

It is suitable for simple tasks, especially if limited computing resources

are a major consideration.
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Based on Table 5, TF-IDF embedding works well for
unambiguous text, delivering high accuracy in models like
Bagging and Random Forest, but struggles with ambiguous
text, showing low recall and F1-scores. Transformer-based
embeddings, such as GPT and BERT, perform better for
ambiguous text detection, with GPT + Gaussian Naive Bayes
achieving a recall of 0.71 and a balanced F1-score. However,
these embeddings are resource-intensive. Random Forest
models may not perform well with transformer embeddings
due to their complexity. Local embeddings like Word2Vec and
FastText capture limited context but fail to grasp global
semantics, leading to high FN for ambiguous text. In
conclusion, the right combination of embedding and model is
essential for optimizing performance, especially in detecting
ambiguity.

This study confirms that the integration of modern
contextual embedding such as BERT and GPT significantly
improves the ability to detect ambiguous sentences,
outperforming  simple  statistical  representation-based
techniques such as TF-1DF as well as static embedding models
such as Word2Vec and FastText. The performance of GPT +
Gaussian NB managed to obtain recall up to 0.71 with F1-
score of 0.60 for ambiguous classes, while the combination of
TF-1DF + Bagging showed the best accuracy for unambiguous
classes. Similar conclusions are found in many studies across
various language domains, where BERT has been shown to
consistently overtake TF-IDF and classical word embeddings
in a variety of classification tasks, including hate speech
detection, and sentiment analysis. The optimal performance of
contextual embeddings occurs due to its ability to represent
semantic dependencies between words dynamically based on
the sentence context, not just based on co-occurrence patterns
or word frequencies like the classical model.

The performance evaluation of text embedding models,
particularly BERT and GPT, for ambiguity classification
within news corpora has garnered significant research interest,
as evidenced by recent comparative analyses. Provide a
comprehensive comparison of large language models (LLMs),
including BERT and GPT-4, emphasizing their
representational capabilities in classifying medical discussions
on social media. Their findings highlight the importance of
selecting appropriate models based on the specific task, such
as ambiguity detection, and demonstrate that transformer-
based models can effectively capture nuanced textual features
[54]. contribute to this discourse by utilizing a fine-tuned
BERT-based model, BERTimbau, for classifying news
articles in Portuguese. Their approach involved restructuring
categories to mitigate class imbalance, which is a common
challenge in ambiguity classification tasks. The success of
BERT in this context underscores its robustness in generating
meaningful embeddings for complex news texts, facilitating
more accurate classification outcomes [55]. offer a nuanced
perspective by questioning the assumption that larger pre-
trained models like transformers are always optimal for text
classification tasks. Their results suggest that the choice of
classifier should be task-specific, implying that models like
BERT and GPT need to be evaluated carefully within the
context of ambiguity detection in news corpora. This aligns
with the broader understanding that model performance is
contingent upon the nature of the dataset and the classification
challenge [56]. explore transliteration-based models for Tamil
text summarization, illustrating the broader applicability of
advanced embedding techniques in multilingual contexts,
which can inform approaches for English news corpora [57].
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4.4 Limitation and future works

This research significantly advances the classification of
ambiguous sentences in the Indonesian news corpus. However,
several limitations exist. First, transformer-based models like
BERT and GPT demand high computational resources, posing
challenges for large-scale implementation in low-resource
environments. Second, automatic labeling using Claude 3.5
Sonnet, despite its strong semantic capabilities, may introduce
bias due to prompt sensitivity. Nonetheless, it enables efficient
and consistent large-scale annotation. Third, the dataset is
limited to news texts, reducing the generalizability of results.
Future studies should include human-based validation and
explore diverse text domains for broader applicability.

5. CONCLUSION

The results show that the selection of algorithms and
embedding techniques has a significant influence on the
performance of the model in classifying ambiguous and
unambiguous sentences. The best overall results were obtained
from ensemble algorithms, specifically Random Forest and
Bagging Classifier, with accuracies of 87% and 86%,
respectively. Both models showed high precision and recall in
classifying unambiguous text. However, their performance
degrades when handling ambiguous text, where Random
Forest's precision drops to 58%, while Bagging shows better
results with 72%. Traditional embedding techniques such as
TF-IDF proved to be effective for unambiguous text but less
than optimal in handling ambiguous text. In comparison,
newer embedding methods like GPT and BERT, along with
word-based embeddings like Word2Vec and FastText, offer a
deeper understanding of meaning and are better at identifying
unclear text. The combination of GPT embedding with
Gaussian Naive Bayes yields promising performance on
ambiguous text, with a recall of 71% and a balanced F1-score
of 60%. BERT embedding was also able to capture context in
depth, although the results were slightly less consistent than
GPT. Meanwhile, Word2Vec and FastText showed limitations
in capturing global semantic relationships, leading to
fluctuating performance on ambiguous categories. Binary
classification models like Random Forest and Bagging are
well-suited for unambiguous text when paired with simple
embeddings like TF-IDF. For highly ambiguous text,
transformer-based embeddings like GPT and BERT offer
better performance, particularly with probabilistic models like
Gaussian Naive Bayes.
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