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 Epilepsy is a neurological disorder affecting several millions of humans on earth. Epileptic 

seizures provoked in major cases by sudden electrical discharges of tremendous brain cells 

could not be predicted. Hence, automatic seizures detection and classification based on the 

analysis of electroencephalographic (EEG) signals becomes essential. The purpose of this 

paper is to propose a new feature extraction method using empirical mode decomposition 

(EMD) and a multilayer perceptron neural network (MLPNN). The EMD algorithm 

decomposes a time segment EEG into intrinsic mode functions (IMFs) on which 

autoregressive (AR) parameters are extracted, combined and fed to the MLPNN classifier. 

Experimental results carried out on a publicly available dataset, comprising normal, inter-

ictal and ictal EEG signals achieved classification accuracy up to 98 %. The outcome of this 

research is mainly intended to aid practioners in the diagnosis of epileptic portions in the 

EEG recordings.     
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1. INTRODUCTION 

 

Epilepsy is a neurological disorder affecting almost 1 % of 

humans on earth [1, 2]. This disease is characterized by 

repetitive seizures, shown by loss of muscle control, mental 

or conscious deficiency etc. Epileptic seizures are generally 

caused by brusque and ephemeral electrical discharges of 

synchronous association of brain cells [3]. 

Electroencephalography (EEG) defined as the recording of 

electrical brain activities by means of a set of electrodes 

directly placed on the scalp, can easily exhibit these electrical 

discharges. Hence it becomes evident that neurologists and 

other practioners would rely on the EEG recordings to 

explore possible epileptic seizures [3-7]. However, visual 

scanning of EEG records is a subjective process and would 

result in many different misinterpretations; it is considered as 

time consuming as records could persist for hours or even 

several days. Thus, computational methods would be 

necessary to realize automatic detection and classification of 

epileptic patterns from the EEG recordings. 

During the last two decades, many studies have been 

applied for the extraction of pertinent features from epileptic 

EEG signals, employing cross-correlation analysis [8], 

autoregressive (AR) model and Hjorth’s parameters [9, 10], 

wavelet transform [11, 12] and frequency domain signal 

analysis [13-15]. Other methods falling into nonlinear 

dynamics were also experimented including correlation 

dimension (CD) [15], approximate and Kolmogorov-Sinai 

entropies [17]. However, the above mentioned methods 

consider the signals’ characteristics towards a unique 

direction (time or frequency), although wavelet analysis was 

proposed to overcome this limitation, itself suffers from the 

fundamental uncertainty principle [18]. The nonlinear 

features have the drawback of tuning various internal 

parameters simultaneously. 

Recently, empirical mode decomposition (EMD) has 

attracted the attention of the researchers’ community due to 

its ability in dealing with nonlinear and non-stationary 

signals as well [3], and in processing high dimensional EEG 

data [19]. EMD is an adaptive and self-based decomposition 

method. It decomposes a raw signal into a set of finite 

number of band-limited functions called intrinsic mode 

functions (IMFs) possessing properties of the Hilbert 

transform [20]. As a matter of fact, many research works 

have been developed using features calculated based on IMFs 

[21-24]. 

Motivated by the success of seizure detection and 

prediction in the EMD domain, this paper proposes a new 

feature extraction method based on autoregressive modeling 

(AR) parameters [25] computed over the IMFs, which have 

been obtained after the decomposition of the EEG signals 

using empirical mode decomposition (EMD) method. The 

feature vector thus formed by the AR coefficients is fed to a 

feed-forward multilayer perceptron neural network 

(MLPNN) [26]. During the experiments, the number of the 

first IMFs is chosen carefully, while the autoregressive model 

order was optimized by the use of the Akaike information 

criterion (AIC) [27]. The results show that the proposed 

method can achieve a classification accuracy of 98.1 % 

outperforming many previous studies. 

The rest of this paper is organized as follows: the block 

diagram of the proposed approach along with mathematical 

aspects of the EMD algorithm are introduced in section II, 

while section III describes the experimental setup and 

presents the results. The paper is ended by a conclusion in 

section IV. 
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2. METHODOLOGY 
 

In this section, mathematical background of empirical 

(EMD) is first introduced, followed by the description of the 

database used. The proposed approach is presented in the last 

subsection as it employs knowledge from the previous 

subsections. 

 

2.1 Empirical mode decomposition (EMD) 

 

The EMD is a signal processing technique, which aims at 

dividing any temporal signal or a time-series data into a set of 

band-limited components named intrinsic mode functions 

(IMFs) [19]. The decomposition is intuitive, adaptive and 

relies on the data itself. Furthermore, the decomposition 

process does not make assumptions about the stationarity and 

linearity of the signals being decomposed. The IMFs 

obtained should satisfy two conditions: i. the number of 

maxima, which are strictly positive and the number of 

minima, which are strictly negative must be the same of 

differ at most by one. ii. The mean of the upper and lower 

envelopes is zero. 

The EMD algorithm for a given signal s(t) can be 

summarized as follows [28]: 

1. Set x(t)=s(t). 

2. Detect all the local maxima and minima of x(t). 

3. Find the upper and lower envelopes eU and eL 

respectively, by associating the maxima and minima 

independently using cubic spline interpolation. 

4. Calculate the local mean as:  
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5. Subtract from x as: 

 

( ) ( ) ( )x t x t m t= −                       (2) 

 

6. Repeat steps 2-5 until x(t) becomes an IMF c1(t). The 

first IMF contains the highest oscillation frequencies 

present in the original signal s(t). 

7. The first IMF is subtracted from the signal to get the 

residue 

 

r1(t): 1 1( ) ( ) ( )r t s t c t= −                         (3) 

 

8. The residue r1(t) will be taken as the starting point of s. 

All the previous steps are repeated until getting all the 

IMFs cj(t) in such a way that the final residue rn either 

becomes a constant, a monotonic function,  or a function 

with a single maximum and minimum from which no 

further IMFs can be derived [29]. 

At the end of this decomposition process also know as 

sifting process, s(t) can be represented as a linear 

combination of its IMFs as: 
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2.2 Multilayer perceptron neural networks 

 

Multilayer Perceptrons are a kind of artificial neural 

networks (ANN) commonly employed for pattern recognition 

and classification problems [30]-[32]. ANNs possess the 

ability to recognize relationships between input and output 

variables via training. In this manuscript, a multilayer 

perceptron neural network (MLPNN) is used for the 

classification between seizure and seizure free EEG segments. 

The structure of the MLPNN has three layers, an input layer 

which size is governed by the number of feature vectors, a 

hidden layer set to twenty neurons and the output layer with 

two neurons with values kept as 0 and 1 for seizure free EEG 

segments and conversely values of 1 and 0 assigned to 

seizure EEG segments. The input and hidden layer transfer 

functions are chosen to be hyperbolic tangent transfer 

function and the output layer is sigmoid transfer function. 

The goal of training the MLPNN is to minimize the variance 

between the predicted output and the actual output data. The 

training optimization algorithm is achieved through the 

Levenberg-Marquardt second order optimization method as it 

is established to produce better results with moderated size 

datasets [33]. 

 

2.3 Dataset 

 

The EEG dataset supplied and made available online by 

the University of Bonn [34] is used for the experiments and 

evaluations in this work. This dataset is formed by five 

subsets A, B, C, D and E. Each subset has 100 single channel 

EEG signals, each of which has 23.2s of time length, sampled 

at 173.61 Hz. Subsets A and B were collected using surface 

EEG recordings of five healthy volunteers with eyes open 

and closed respectively. The subsets in C and D measured 

during seizure free intervals, were acquired from other five 

patients from the hippocampal formation of the opposite 

hemisphere of the brain and from the epileptogenic zone 

respectively, while the subset E contains only seizure activity. 

Fig.1 gives an example of the EEG signals from each of the 

four data sets. Each segment comprises 4097 sample 

corresponding to time duration of 23.2s. 

 
Figure 1. An example of the EEG signals used in this study 

 

2.4 Proposed approach 

 

Figure 2 presents the block diagram of the proposed 

approach. All the EEG signals from the four data sets are 

divided using a rectangular sliding time-window producing 

frames of 256 samples with an overlap of 128 samples. This 

segmentation scheme applied to EEG segments of 23.2s 

duration will produce 3100 frames for each data set. Then, 
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the EMD algorithm is executed for each time frame obtaining 

a finite number of IMFs, on which features based on the 

autoregressive modeling are extracted. 

 

 
 

Figure 2. Block diagram of the proposed approach 

 

Autoregressive modeling is a powerful tool for both 

modeling and deriving useful components from signal and 

time-series data. When a signal is assumed to be 

autoregressive, it means that each of its samples could be 

represented and/or predicted by a weighted linear 

combination of the previous M samples. A common 

mathematical expression is as follows: 

                                                                                          

1

( ) ( - ) ( ) 
M

m

m

x n a x n m e n
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where, am represents the autoregressive (AR) coefficients and 

M the model order. It is also assumed that the error signal 

e(n) is a stochastic process and is independent of the previous 

values of the signal x. The autoregressive coefficients am 

should be estimated from the finite samples of the signal 

x(n). The AR coefficients will represent the features 

extracted from each IMF, thereby forming the feature vector 

to be fed to a multilayer perceptron neural network classifier 

(MLPNN) [35, 36].  

 

 

3. EXPERIMENTS 
 

3.1 Choosing main parameters 

 

The most popular method for the estimation of the AR 

coefficients is the Burg method [37] as it computes the 

autoregressive coefficients from both forward and backward 

directions. This method was checked and compared against 

the Yule-Walker and covariance algorithms resulting in a 

better accuracy, it will constitute the method for the 

estimation of the AR coefficients.    

Finding the optimal model order M of the AR coefficients 

is not a straightforward matter. If the model order is too low, 

it cannot capture the whole model for the signal, in the other 

hand the noise captured would be as higher as the model 

order increases. Though, many techniques have been 

proposed to figure out the model order automatically [38], 

the Akaike information criterion (AIC) [27] is adopted in this 

paper. However, the AIC method provides an optimal model 

order of each signal to be modeled, in the case of the present 

work, there are four data sets having each a huge number of 

time segments for which the model order M has to be 

estimated. Moreover, the model order could be of different 

values, since the criterion is applied separately on each time 

segment. Therefore, an experiment was carried out to set the 

model order value to be used for all the time segments. Table 

1 gives the mean value of the model order M estimated over 

the three first IMFs for all the time segments within the four 

data sets used. It can be seen from the Table 1 that the model 

order is varying from 6 to 9. In order to not underestimate the 

models particularly over the first IMF, the model order M 

with the value of 9 is considered in the remainder of the 

experiments. 
 

Table 1. Mean value of the estimated model order M over 

the three first IMFs for the four data sets 

 

Data Sets IMF 1 IMF 2 IMF 3 

Set A 9 6 6 

Set C 7 7 7 

Set D 9 6 6 

Set E 9 6 6 

 

The number of IMFs engendered after the decomposition 

of the time signals could also fluctuate from signal to signal, 

even from the same data set, depending generally on the 

length of the time segment to be decomposed. Therefore, 

according to [39] showing reduction of the frequency content 

as the IMFs are increased; only the first three IMFs will be 

selected for the extraction of the AR coefficients.    

 

3.2 Results and discussion 

 

In this paper, multiple classification problems amongst the 

most studied in the literature are investigated. These 

classification problems are denoted as: A-E, C-E, D-E and 

CD-E herein. For each classification problem, the steps from 

Figure 2 are implemented; at the end the classification 

accuracy results are given. A MLPNN for each classification 

problem is built and trained using approximately 60% of the 

feature vectors obtained; the remaining 40% are left for 

testing. The EMD algorithm decomposes a time segment 

EEG of length 256 samples into IMFs; nine (AR) coefficients 

are estimated from each IMF. The class discrimination ability 

of the AR coefficients calculated over the first IMF is 

quantified using Kruskal-Wallis statistical test. The results 

for the first eight AR parameters are shown in Figure 3 and 

Figure 4. 

It can be seen from the Figure 3 and Figure 4 that the 

values from the ictal EEG signals (data set E) are stretching 

in the same ranges as the values for the sets A, C, and D 

between which the classification has to be performed, 

especially for the AR coefficients 1,3,5,7 and 8. As a 

consequence, the ictal EEG signals in the above declared 

classification problems may not be classified correctly either 

using a threshold or a simple linear classifier, motivating the 

use of a more complicated nonlinear MLPNN classifier, so 

that it would be possible to obtain more accurate 
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classification results in the attempts of discriminating 

between ictal and non-ictal (normal, inter-ictal) EEG time 

segments. 

 
Figure 3. Box Plot of the first four AR coefficients for data 

sets A, C, D and E 

 
Figure 4. Box Plot of the following four AR coefficients for 

data sets A, C, D and E 
 

The experiments accomplished in this paper concern not 

only the AR coefficients over the first IMF, rather they 

include the second and the third IMF. Moreover, we have 

also combined the AR parameters from both IMF one and 

two, and from all the three IMFs resulting on an augmented 

input feature vector to be fed to the MLPNN classifier. 

Indeed, when the AR coefficients are computed to make a 

single concatenated feature vector based on the two first 

IMFs, the number of those coefficients will be eighteen, as 

over one single IMF nine AR coefficients are extracted. In 

the same way, the feature vector will have twenty seven 

coefficients whenever the three IMFs are employed. 

The classification performance accuracy is shown through 

the Receiver Operating Characteristic curve (ROC), which 

gives an intuitive view of sensitivity against 1-specificity 

[18]. The performance of ROC analysis is evaluated by the 

area under the ROC curve (AUC). Strictly speaking, the 

larger AUC is, the better the classification performance will 

be. The performance results for the four classification 

problems carried out in the present study are sketched in 

Figures 5 to 8 and summarized in Table 2 (the best). From 

Figures 5 to 8 and Table 2, main conclusions can be drawn as 

follows: 

i. The classification performances for the A-E and C-E 

problems are better than those for problems D-E and CD-E, 

this is clearly seen by the larger AUC for the former 

problems. These results are consistent with what was 

reported in the literature particularly in the discrimination 

between normal and ictal EEG signals (A-E problem), for 

which good results have also been achieved [3]. However, 

the data in set D has been appeared much more difficult to 

separate from ictal EEG signals [1] (problems D-E and CD-

E).   

ii. The best performance reached by our proposed approach 

considering each classification problem alone is obtained in 

the major cases by the AR coefficients computed over the 

IMF 1; this is true for the A-E, C-E and CD-E classification 

problems. Whereas, the autoregressive parameters calculated 

using the two first IMFs (1 and 2) gave the best 

classification accuracy. In other words, the IMF1 is always 

present in providing the best performances. This means that 

the AR coefficients estimated over the IMF1 are 

predominant for enhancing the overall classification 

performance, due presumably to the rich frequency content 

embedded in the first IMF of any decomposed time-series 

data using the EMD algorithm as noted in [28]. This 

collaborate the observation form our results, that none of the 

autoregressive coefficients computed from either the IMF 2 

or IMF3 gave the best accuracies, owing to their poor 

frequency spectrum in comparison with the IMF1. 

 
 

Figure 5. ROC curve for the A-E classification problem 

 
Figure 6. ROC curve for the C-E classification problem 
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Figure 7. ROC curve for the D-E classification problem 

 
 

Figure 8. ROC curve for the CD-E classification problem 
 

Table 2. Best performances for the four classification 

problems 

 

 A-E C-E D-E CD-E 

Max. Accuracy (%) 98.1 95.5 93.8 95.1 

IMFs IMF1 IMF1 IMF1-2 IMF1 

 

Table 3. Comparison with the proposed approach and some 

existing methods 

 
Methods Ref. CA (%) 

Approximate entropy+ELM [40] 88±0.75 

Hurst Exponent+ELM [40] 88±0.5 

DFA+ELM [40] 82±0.5 

Permutation entropy+SVM [41] 83.13 

Degree and strength of HVG+KNN [42] 93.0 

This paper --- 93.8 

 

Finally, we compared the performance of the proposed 

approach and some existing methods reported in the literature. 

For convenience of the comparison, we have only been 

concerned with the D-E classification problem as it has been 

shown that the discrimination of ictal and inter-ictal EEG 

time segments still constitutes a challenging problem, besides, 

accuracies reached by various published papers had not yet 

been satisfactory and are far from the perfect performance. 

Table 3 presents the classification accuracy (CA) between the 

proposed approach and five methods found in the literature, 

including approximate entropy + extreme learning machine 

(ELM), Hurst exponent + ELM and detrended fluctuation 

analysis (DFA)+ELM [40]; permutation entropy + support 

vector machines (SVM) [41]; degree and strength of 

HVG+KNN [42]. It is apparent from the Table 3 that the 

proposed method performs better that the others listed. 

 

 

4. CONCLUSION 

 

This paper has described a new feature extraction method 

employing autoregressive modeling and EMD for epileptic 

EEG signals classification. The EMD algorithm decomposes 

the EEG signals into a finite set of IMFs on which 

autoregressive coefficients of order nine are estimated. The 

feature vector thus constituted from the first three IMFs taken 

alone or combined is fed to a MLPNN classifier. 

Classification accuracy carried out with the publicly available 

EEG dataset provided by the University of Bonn, Germany 

shows promising results. We have experimented various 

classification schemes including discrimination between 

normal, inter-ictal and ictal EEG segments. The Results are 

comparable of those reported in the literature and are up to 

98 % in accuracy, allowing the effectiveness of the proposed 

method in giving help to neurologists and practioners in the 

analysis and prediction of epileptic seizures from EEG 

recordings. 
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