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Software Requirement Specification (SRS) is a document detailing the requirements for 

software development created from the Requirements Elicitation process between the 

Software Developer and the Client. Differences in interpreting requirements can occur 

between developers and clients. This study aims to determine and calculate the 

compatibility value of a user requirement with the software being built by measuring the 

similarity of the Requirement Elicitation results with the software modeling. Compatibility 

can be achieved through a Text Mining approach involving Text Preprocessing activities 

on the Requirement Specification results. Data extraction on Requirement Elicitation 

through interviews is achieved by performing Text Preprocessing and similarity, identifying 

and finding FR compatibility with the Steps Performed. Four conclusions are drawn from 

this research. First, based on the SRS named "Akuonline Learning Application," 11 FRs 

have been identified. Based on Cosine Similarity calculations comparing the FR matrix and 

the Step matrix performed, and validation results through Gwet's AC1 reliability 

measurement, the Python version = 0.299, while the questionnaire version = 0.379, showing 

a difference of 0.08. Referring to Gwet's AC1 Value Interpretation, the validity and 

reliability values fall into the "Fair agreement" category. 
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1. INTRODUCTION

In a Software Requirement Specification (SRS) 

documentation, some requirements statements must be carried 

out by software. This statement is a collection of specifications 

derived from the results of requirements elicitation activities 

between software developers and clients [1-3]. 

There are differences in interpreting a description of 

software development, and this occurs because each individual 

has a different level of system thinking in experience, learning 

process, insight, intuition, and assumptions in understanding 

interactions system [1]. Differences in the interpretation of 

requirements in software development can occur between 

software developers and clients. The main reason for this 

difference is that each individual has a different level of 

system understanding based on experience, learning processes, 

insights, intuitions, and assumptions in understanding system 

interactions. Software developers may have a deep technical 

perspective and focus on implementation, while clients are 

more oriented towards business needs and desired 

functionality. In addition, ineffective communication and a 

lack of clear documentation can exacerbate these differences 

in interpretation. For example, technical terms developers use 

may not be fully understood by clients, or client needs not 

described in detail can lead to different interpretations. The 

result of these differences is a decrease in the quality of SRS 

documentation, which can result in the need to repeat the 

Requirement Elicitation process from the beginning, either 

verbally or in writing, to ensure there are no errors or gaps in 

the translation of client needs into software specifications. 

Therefore, this study is important to identify and overcome 

these interpretation differences to improve the quality and 

reliability of SRS documentation. [1, 4, 5]. 

Use case diagram (UCD) is an artifact in the SRS 

documentation. This diagram must describe each use case that 

describes all events in full regarding the activities carried out 

by all actors on UCD. The description of UCD is in the form 

of a step performed Statement in the form of text so that data 

processing can be done through text analysis activities [1, 4]. 

In-text mining for a text analysis activity, preprocessing is 

carried out whose process can be adjusted depending on the 

type of text data and the required results. There is an extraction 

process in carrying out text preprocessing activities carried out 

[6-8], namely: Case Folding, Tokenization, Stopword 

Removal, and Stemming. 

This study aims to determine and calculate the compatibility 

value of a user requirement with the software to be built by 

measuring the similarity of the results of the Requirement 

Elicitation activity with the software modeling contained in 

the SRS document. Compatibility can be done through a Text 

Mining approach in the form of text preprocessing activities 

on the results of the Requirement Specification, which is then 

compared with a description in the form of Step performed 

from each use case. 

In this research, there are contributions and novelties as 

follows: 
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(1) Develop the concept of text mining in text pre-

processing activities to extract SRS documentation. 

(2) Application of similarity formulation for weighting the 

value of a text description. 

(3) Generate methods for compatibility client requirements 

for software built by developers. 

(4) Collaborating on the concepts of text mining, semantic 

similarity, and reliability. 

 

2. RELATED WORKS 

 

This section describes all the basic concepts related to 

processing text data for software documentation, weighting, 

similarity, and also how to validate research results. 

 

2.1 SRS 

 

SRS is a document that describes in detail the requirements 

in software development created from the results of the 

Requirements Elicitation process between Software 

Developers and Clients [1, 9]. From the Requirement 

Elicitation activities, it can be used as a reference in software 

development. This reference can be a set of Functional 

Requirement (FR) and Non-Functional Requirement (NFR) 

statements. 

If observed in an FR group, then there is the use of words in 

expressing software development needs, ranging from 

essential to optional needs; usually, the characteristics of the 

words have to, can, and may [10, 11]. 

In this study, several related works have been cited to 

provide the theoretical basis and methodology used. The 

following is a further analysis of the similarities and 

differences between these works and current research: 

A text-mining approach [1] was employed to evaluate the 

similarity between Requirement Elicitation and Requirement 

Specification results, using Cosine Similarity as the primary 

measurement tool. This work provides an initial contribution 

to the application of text analysis in software requirements. 

However, the approach did not address aspects of statistical 

validity and reliability. The current study builds upon this 

foundation by integrating Gwet's AC1 method, resulting in a 

more in-depth and academically rigorous analysis. This study 

highlights the need for methodological enhancement in prior 

research that focused solely on textual similarity. 

Various elicitation techniques and challenges in mobile 

application development were identified, with an emphasis on 

the importance of SRS quality through a practical approach [9]. 

Although the study offers valuable insights into the 

communication process between developers and users, its 

approach remains descriptive and does not explore the 

quantitative analysis of requirement suitability. The current 

study addresses these limitations by systematically applying 

Text Mining techniques to measure the similarity and validity 

of requirements. This synthesis illustrates how a data-driven 

approach can enhance elicitation outcomes that were 

previously limited to qualitative insights. 

While existing approaches have examined input/output 

changes in functional requirement test cases [10], they fail to 

assess semantic alignment between requirements and 

implementation. Our enhanced methodology builds upon this 

foundation by introducing textual similarity analysis (TF-IDF 

with Cosine Similarity) and statistical validation (Gwet's AC1) 

to provide more comprehensive verification. The critique of 

previous work lies in its limited attention to semantic 

dimensions and the absence of validity measures in assessing 

requirement compatibility, which this study addresses as a 

central focus. 

The classification approach for system and software 

requirements [11] enhances their understanding and 

management. While this approach offers a solid conceptual 

framework, classification alone is not sufficient to ensure 

alignment between requirements and technical 

implementation. The current study integrates this 

classification approach with Text Mining-based analysis to 

quantitatively assess the similarity and validity of 

requirements. In doing so, it not only synthesizes the 

conceptual foundation but also critiques its limitations in 

delivering a more objective and measurable evaluation 

mechanism based on data. 

 

2.2 UCD 

 

Artifact UCD is made based on FR from the results of 

Requirement Elicitation. Each FR should be made into one 

Use Case in UCD [6, 12]. So the number of FR will be the 

same as the Use Case. In this UCD, all actors' involvement in 

a Use Case can be observed. After designing the UCD, a 

description is needed to explain the process that occurs for 

each Use Case. For this reason, a Use Case Description 

(scenario) must be made for each Use Case so that each step 

in a Use Case can be explained in detail through one Step 

Performed [6, 13, 14]. 

Prior work [6] developed an application to validate textual 

content and derive Functional and Non-Functional 

Requirements from documentation. While this aligns with the 

current research in its use of text analysis for requirement 

validation, the present work expands the scope by emphasizing 

semantic similarity and integrating Text Mining techniques to 

enhance the depth and accuracy of the validation process. 

The development of an automated Use Case extractor using 

an XML Parser shares a common objective with this study—

streamlining the modeling of requirements [12]. However, 

instead of relying solely on structural automation, the current 

approach leverages Text Mining to assess both the semantic 

alignment and the reliability of the extracted requirements, 

offering a more nuanced and data-driven evaluation. 

The use of text processing software to map architectural 

requirements to quality attributes demonstrates the potential of 

textual analysis in requirement engineering [13]. Building 

upon this foundation, the present study incorporates similarity 

metrics to not only validate but also quantify the alignment 

between requirements and system attributes, thereby 

reinforcing the analytical rigor and practical relevance. 

The automation of process performance analysis using 

textual descriptions and event logs [14] highlights the utility 

of text-based data in operational evaluation. Extending this 

concept, the current research applies Text Mining to examine 

requirement compatibility, placing greater emphasis on 

semantic similarity and statistical validation to support more 

informed design decisions. 

 

2.3 Text preprocessing 

 

The initial step that must be done in the Natural Language 

Processing method is Text Preprocessing. This stage must be 

carried out in order to prepare unstructured text data to be 

processed. Text Preprocessing activities implemented in this 

study include [15, 16]: 
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(1) Case Folding for converting to lowercase. 

(2) Tokenization in breaking sentences into words. 

(3) Stopwords removal in order to eliminate words that have 

no meaning in the Text Mining process. 

(4) Stemming/Lemmatization to make the root word. 

Text preprocessing techniques were used to assess the 

similarity between Requirement Elicitation and Requirement 

Specification in the CINEMALOKA application [15]. This 

text Preprocessing aligns with the current research in terms of 

methodology, particularly in leveraging preprocessing steps to 

analyze requirement texts. What sets the present study apart is 

its incorporation of statistical validation—specifically Gwet’s 

AC1—to ensure the reliability and accuracy of similarity 

measurements, thereby extending the analytical depth beyond 

surface-level comparisons. 

The role of text preprocessing in sentiment analysis has 

been explored using techniques including case folding, 

tokenization, stopwords removal, and 

stemming/lemmatization [16]. While employing similar text 

preprocessing methods, this study applies them to evaluate 

textual similarity within Software Requirement Specifications 

(SRS), contrasting with prior sentiment analysis applications 

focused on emotional tone and opinion mining [16]. Our work 

shifts the analytical purpose toward semantic alignment and 

requirements validation. 

 

2.4 Method for weighting and similarity 

 

Term Frequency–Inverse Document Frequency is a method 

used as a weighting factor for text mining. The product of the 

weighting of Term Frequency (TF) with Inverse Document 

Frequency (IDF) of a term/words can be done by using the 

following formula [17, 18]: 

 

𝑡𝑓𝑖 =
𝑓𝑟𝑒𝑞𝑖(𝑑𝑗)

∑ 𝑓𝑟𝑒𝑞𝑖(𝑑𝑗)
𝑘
𝑖=1

 (1) 

 

𝑖𝑑𝑓𝑖 = log
|𝐷|

|{𝑑: 𝑡𝑖 ∈ 𝑑}|
 (2) 

 

(𝑡𝑓 − 𝑖𝑑𝑓)𝑖𝑗 = 𝑡𝑓𝑖(𝑑𝑗) ∗ 𝑖𝑑𝑓𝑖  (3) 

 

Term/words that often appear are topics that are sought in a 

text mining activity. Furthermore, to find the similarity of the 

results of TF-IDF can use calculations using Cosine Similarity 

through the use of the following formula [19-21]: 

 

𝑆𝑖𝑚 = cos(𝑎, 𝑏) =
𝑎. 𝑏

‖𝑎‖. ‖𝑏‖
 

=
𝑎1𝑏1 +⋯+ 𝑎𝑛𝑏𝑛

√𝑎1
2 +⋯+ 𝑎𝑛

2 + √𝑏1
2 +⋯+ 𝑏𝑛

2
 

(4) 

 

Textual data from NFR has been processed to evaluate 

similarity between Requirement Citations and Deployment 

Diagrams, with proposed improvements for SRS 

documentation [17]. While the methodology shares common 

ground with the current study through the use of TF-IDF and 

Cosine Similarity, this research advances the approach by 

incorporating statistical validation techniques to ensure both 

reliability and analytical depth. 

While employing computational methods similar to those 

used in patient support forum analysis (TF-IDF and Cosine 

Similarity) [18], this study applies them in a significantly 

different context. The current research adapts these techniques 

to the domain of Software Requirement Specifications, 

focusing on semantic alignment and validation of technical 

documentation rather than user-generated content. 

The identification of causal loop variables for systems 

thinking has been explored using text mining approaches [19]. 

While sharing methodological similarities, the current study 

applies text mining to evaluate requirement similarity and 

validity in software engineering, demonstrating a more 

targeted application of these techniques. 

Cosine Similarity measures have shown adaptability across 

domains, including their application to image fuzzy sets [20]. 

Building on this mathematical foundation, our work 

specifically applies the metric to textual data in SRS, focusing 

on semantic precision and compatibility assessment rather 

than visual pattern recognition. 

Sentence similarity detection using Cosine Similarity has 

been investigated for the Malayalam language [21]. While 

employing the same technical approach, this study adapts the 

method to evaluate textual congruence between software 

requirements and their modeled representations, thereby 

advancing system specification validation. 

 

2.5 Validity and reliability 

 

Gwet's AC1 method is used to test validity and reliability 

based on the results of the agreement index between two 

experts/experts who tested a recommended situation [22-24]. 

Table 1 is the format of the questionnaire results between 

expert-1 and expert-2. Variations A, B, C, and D are the 

number of answers based on filling out the questionnaire. 

 

Table 1. Elicitation statement results [1, 22-24] 
 

Expert 1 
Expert 2 

Yes No Total 

Yes A B B1 = A+B 

No C D B2 = C+D 

Total A1 = A+C A2 = B+D N 

 

Furthermore, the formula used to calculate it is as follows: 

 

𝑃 =
𝐴 + 𝐷

𝑁
 (5) 

 

𝑃1 =
(𝐴1 + 𝐵1)/2

𝑁
 (6) 

 

𝑒(𝑌) = 2𝑃1(1 − 𝑃1) (7) 

 

𝐴𝐶1 =
𝑃 − 𝑒(𝑌)

1 − 𝑒(𝑌)
 (8) 

 

Table 2. Gwet’s AC1 value index [1, 23, 24] 

 
Kappa Index Promotion Agreement 

< 0.00 Less than chance-agreement. 

0.01 – 0.20 Slight agreement. 

0.21 – 0.40 Fair agreement. 

0.41 – 0.60 Moderate agreement. 

0.61 – 0.80 Substantial agreement. 

0.81 – 1.00 Almost perfect. 

 

For the measurement index of the value of the AC1 

statistical calculation, we can refer to the Aggregation 
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Coefficient, which can be seen in Table 2. 

Comparative analysis between Cohen's Kappa and Gwet's 

AC1 for inter-rater reliability assessment has been conducted 

in personality disorder evaluations [22]. While employing the 

same statistical methodology, this study adapts Gwet's AC1 

for validating reliability in Software Requirement 

Specifications (SRS), demonstrating its cross-disciplinary 

applicability beyond clinical settings. 

Inter-rater reliability variance under high-agreement 

conditions has been extensively analyzed [23]. Building on 

this statistical foundation, our research specifically applies 

Gwet's AC1 to assess requirement compatibility consistency 

in SRS documentation, providing a domain-specific 

implementation distinct from general agreement scenarios. 

Comprehensive methodologies for inter-rater agreement 

measurement, including Gwet's AC1, have been well-

documented across diverse contexts [24]. This study 

specializes these principles for textual compatibility 

evaluation in software engineering, particularly for SRS 

validation, showcasing how general reliability frameworks 

can be effectively tailored to technical documentation analysis. 

By analyzing these similarities and differences, the current 

study highlights innovations in using various Text Mining 

techniques and similarity analysis to improve the quality and 

reliability of SRS documentation. This study also emphasizes 

the importance of validity and reliability of results through 

comprehensive statistical measurements. 

 

 

3. DATASETS 

 

In this study, the dataset used is a SRS document named 

"Akuonline Learning Application" (Table 3).  

 

Table 3. Document labeling 
 

Functional Requirement Usecase Name Step Performed Document Labeling 

FR01 Login  d1 

FR01A Student Login  d2 

FR01B Teacher Login  d3 

FR02 Use Tutorial  d4 

FR03 Attendance  d5 

FR04 Access Main Features   d6 

FR05 Access Entertainment Features  d7 

FR06 Upload Material & Quiz  d8 

FR07 Execute Quiz  d9 

FR08 Upload Assignments  d10 

FR09 Watch Video Material  d11 

 Login SP01 d12 

 Student Login SP01A d13 

 Teacher Login SP01B d14 

 Use Tutorial SP02 d15 

 Attendance SP03 d16 

 Access Main Features SP04 d17 

 Access Entertainment Features SP05 d18 

 Upload Material & Quiz SP06 d19 

 Execute Quiz SP07 d20 

 Upload Assignments SP08 d21 

 Watch Video Material SP09 d22 

Number of documents 22 

 

Table 4. Summarizes the artifacts 
 

Artifact Description 

Requirement Elicitation Interview excerpt between the developer and the client 

Requirement Specification 11 Functional Requirements (FR) and 9 Non-Functional Requirements (NFR) 

Use Case Diagram 11 Use Cases that describe the interaction between actors and the system 

Use Case Description 11 groups of Steps Performed as part of text data processing 

 

Here is more complete background information about the 

dataset: 

(1) Source: This dataset comes from the results of 

Requirement Elicitation conducted by software developers 

with clients. The elicitation process involves interviews and 

discussions to collect functional and non-functional 

requirements for the learning application to be developed. 

(2) Scale: This dataset includes various artifacts used as 

reference data in software development. These artifacts 

include: 

Requirement elicitation: The results of the elicitation 

process are in the form of interview quotes between developers 

and clients. 

Requirement specification: Consists of 11 Functional 

Requirements (FR) and 9 Non-Functional Requirements 

(NFR). 

Use case diagram: A diagram of 11 Use Cases describing 

the interaction between actors and systems. 

Use case description: A description of each Use Case that 

includes 11 groups of steps performed as part of text data 

processing. 

(3) Characteristics: 

FR: These are functional requirements that the application 

must meet. Examples include user login, access to key features, 

and uploading materials. 

NFR: These non-functional requirements include system 

availability, routine maintenance, and server technical 

specifications. 
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UCD: A diagram that describes the scenario of application 

usage by actors (students and teachers) in various situations. 

Use case description: A detailed description of each Use 

Case that explains the steps taken by the actor in a particular 

scenario. 

Based on the description of the dataset referred to in Table 

3, there is a summary of the artifacts that are the most 

important part of the dataset used (Table 4). 

4. METHODOLOGY 
 

This section presents a process flow to describe all activities 

carried out in the research proposal. Based on the datasets that 

are used as references, the following are the steps and methods 

implemented to achieve the goals and results (Figure 1), 

namely: 

 

 
 

Figure 1. Methodology 

 

(1) It begins with the Requirement Specification data 

identified previously, based on the results of the Requirement 

Elicitation. 

(2) Perform extraction based on the results of the 

Requirement Specification on the FR section only. 

(3) Based on the UCD artifact, then the Use Case 

Description extraction is carried out.  

(4) Furthermore, based on all the Use Case Descriptions, the 

Step Performed can be identified, which will be used as 

datasets.  

(5) In the Text Pre-Processing activity, all FR and Step 

Performed extraction results are carried out. 

(6) The results of the Text Preprocessing will be processed 

to determine compatibility, which includes the Weight 

Calculation (TF-IDF) calculation stage, then look for the 

Cosine Similarity value, and the last stage is to carry out its 

validity/reliability (Gwet's AC1). Advantages of AC1 Gwet, 

namely: 

Overcoming high agreement bias: AC1 Gwet is more 

accurate in conditions where the level of inter-rater agreement 

is very high, avoiding underestimation that often occurs in 

Cohen's Kappa. 

Stability: AC1 Gwet provides more stable and consistent 

results in various data distribution conditions. 

Ease of interpretation: AC1 Gwet values can be easily 

interpreted using clear agreement categories, such as "Fair 

agreement", "Moderate agreement", and "Almost perfect". 

By using AC1 Gwet, this study can ensure that the validity 

and reliability of the SRS compatibility measurement results 

through the UCD artifact are more accurate and reliable. 

 

 

5. RESULT AND DISCUSSION 

 

This section describes the implementation of all the stages 

contained in the research methodology. There is an 

explanation of how several concepts are collaborated, starting 

from SRS, Text Mining, and the validation process. 

 

5.1 Requirement elicitation as generating requirement 

specification / requirement statements 

 

Based on the SRS named "Online Learning Features 

Application" and the stages of activity on the research 

methodology. Next is to analyze a snippet of an interview 

resume used as the beginning of dataset collection. The results 

of the analysis of this interview resume snippet are in the form 

of free conversation sentences between the developer and the 

client, which will be used in the data mining or text mining 

process, as shown in Table 5. 

Based on Table 5, a Requirement Specification or 

Requirement Statements is made, consisting of Functional 

Requirements (FR) and Non-Functional Requirements (NFR). 

The results at this stage will be processed in Text-

Preprocessing activities tailored to the needs of the next stage. 

The number of FRs generated based on interviews was eleven 

(Table 6), while for the NFRs, there were nine (Table 7). 

 

5.2 Use case diagram as generating use case description/use 

case scenario 

 

The next stage is to design a Use Case Diagram based on 

Table 6. For this diagram, the Use Case is made according to 

the number of FRs, eleven. At this stage, identification is 

carried out for use cases based on the numbering sequence in 

the Ascending Requirement Specification table. So it can be 

identified Use Case as in Table 8. 

After knowing the naming of the use case and the order in 

which it is done, the next stage is to design a Use Case 

Diagram that can show the involvement of the actors in the use 
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case and the sequence of processes for each use case. The 

design of the diagram for the application called "Online 

Learning Features" can be seen in Figure 2. Based on the 

picture, there are two actors named Student and Teacher who 

must log in before accessing the application menu according 

to their access rights. 

 

Table 5. Snippet of an interview resume 

 
Developer Client 

Hello, good afternoon, sir. We continued our discussion last week. 

For this online learning application, how many users will there be? 

Because last week was still uncertain. 

Yes, sir, after we discussed it with our friends, we made sure that 

there were two users of this application, namely: teachers and, of 

course, all students. 
Okay, sir. Later we will divide into two access rights in the 

application menu. Next, we will give all users to log in using a user 

and password. 
Ohhh, so there will be a different application menu. 

Yes, sir. That's right. The difference in the menu application features 

is based on log-in access rights. 
Please make it later for access based on NIS for students and NIP for 

teachers. 

Okay. What are the main features needed? 
Well, here it is, from the results of yesterday's meeting, the teachers 

suggested that the main feature should be for direct discussions and 

questions and answers between students and teachers. 

Alright, sir, I'll take note of that. Besides that? 
Maybe you can add additional features for entertainment about 

education, such as Fun Facts and Educational Memes. 

Okay, sir, now the subject matter and activity evaluation assess the 

students. 

Wow, if this, I'm asking for a suggestion, but what is certain is that 

teachers must be able to upload materials and evaluate through 

quizzes. 
Okay, sir. Later there will be a menu for teachers; then, the students 

have to take a quiz to evaluate their assessment. 
So I remember this, Students must also be able to upload 

assignments given by the teacher on the application features. 

Oke, I note this. 

Good sir. There was a request from the principal for a feature for 

teachers to upload videos of learning materials. Then, the students 

can watch the video. 

Okay, sir. Thank you for today; that seems to be enough for now. 

We'll do it first. I'll beg for more time later. You'll contact me again 

about the progress of our work. Regards. 

 

 

Table 6. Functional requirement 

 
ID. Functional Requirement Specification 

FR01 Students and teachers must log in to the Online Learning Features application. 

FR01A Teachers must get the application menu according to their access rights. 

FR01B Students must get the application menu according to their access rights. 

FR02 Students and teachers can use the application tutorial as a feature introduction and the Online Learning Features application. 

FR03 Students must fill in attendance in the Online Learning Features application. 

FR04 Students and teachers can access key features such as live discussions and Q&A between teachers and students. 

FR05 Students can access entertainment features such as fun facts, world facts, and memes about education. 

FR06 Teachers can upload materials and quizzes. 

FR07 Students can take quizzes. 

FR08 Students can upload assignments. 

FR09 Students can watch the material in the application without leaving the Online Learning Features application. 

 

Table 7. Non-functional requirement 

 
ID Non-Functional Requirement Specification 

NFR01 The Online Learning Features application can be active for 24 hours. 

NFR02 Admin can perform routine maintenance on the Online Learning Features Application. 

NFR03 Admin should be responsible for application recovery and repair. 

NFR04 
If application maintenance is carried out, the Online Learning Features Application will notify teachers and students 24 hours 

before application maintenance is carried out. 

NFR05 The Online Learning Features application must be able to run on Android 5.0 and iOS 10 and above. 

NFR06 The Online Learning Features server operating system uses Windows Server 2019. 

NFR07 The Online Learning Features server CPU has a minimum of 16 cores. 

NFR08 Database server using MySQL version 8. 

NFR09 The Online Learning Features server has at least 64 GB of RAM and 1 TB of Storage. 

 

Table 8. Identification of use case work sequence 

 
ID. Functional Requirement Specification Use Case Name Identification 

FR01 Students and teachers must log in to the Online Learning Features application. Login 

FR01A Teachers must get the application menu according to their access rights. Teacher Login 

FR01B Students must get the application menu according to their access rights. Student Login 

FR02 
Students and teachers can use the application tutorial as a feature introduction and the Online 

Learning Features application. 
Use Tutorial 
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FR03 Students must fill in attendance in the Online Learning Features application. Attendance 

FR04 
Students and teachers can access key features such as live discussions and Q&A between 

teachers and students. 
Access Main Features  

FR05 
Students can access entertainment features such as fun facts, world facts, and memes about 

education. 
Access Entertainment Features 

FR06 Teachers can upload materials and quizzes. Upload Material & Quiz 

FR07 Students can take quizzes. Execute Quiz 

FR08 Students can upload assignments. Upload Assignments 

FR09 
Students can watch the material in the application without leaving the Online Learning Features 

application. 
Watch Video Material 

 

 
 

Figure 2. Use case diagram 

 

 
 

Figure 3. Step performed in use case description/use case scenario 
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After successfully designing the Use Case Diagram, the 

next step is to create a Use Case Description for each Use Case. 

Through this description, it will be possible to observe every 

step taken for each Use Case. There are eleven Use Case 

Descriptions created at this stage. Figure 3 is a Use Case 

Description for each Use Case. In the description, there is a 

"Step Performed" section, which explains the steps taken by a 

Use Case. This section is a description that will be processed 

through Text Preprocessing activities.  

 

5.3 Datasets processing 

 

As a dataset processing in this study, there are two groups 

of datasets derived from the Requirement Specification and 

Use Case Diagram, namely: 

•Functional Requirements (FR) 

•Use Case Description/Use Case Scenario 

Based on the Functional Specification in this study, it can 

be seen that the Functional Requirements (FR) to be processed 

consist of eleven FRs. Therefore, in preparation for the use of 

the Dataset in this activity, it is divided into eleven documents, 

namely: 

d1 = "Students and teachers must log in to the Online 

Learning Features application." 

d2 = "Teachers must get the application menu according to 

their access rights." 

d3 = "Students must get the application menu according to 

their access rights." 

d4 = "Students and teachers can use the application tutorial 

as a feature introduction and the Online Learning Features 

application." 

d5 = "Students must fill in attendance in the Online 

Learning Features application." 

d6 = " Students and teachers can access key features such as 

live discussions and Q&A between teachers and students." 

d7 = "Students can access entertainment features such as fun 

facts, world facts, and memes about education." 

d8 = "Teachers can upload materials and quizzes." 

d9 = " Students can take quizzes." 

d10 = "Students can upload assignments." 

d11 ="Students can watch the material in the application 

without leaving the Online Learning Features application." 

Based on the Use Case Diagram in this study, it can be seen 

that the Use Case to be processed consists of eleven Use Case 

Descriptions. Therefore, in preparation for the use of the 

dataset in this activity, it is divided into eleven documents, 

namely: 

d12 = "Students and Teachers open the Online Learning 

Features application. Students and Teachers log in by entering 

their NIS/NIP and password. If the NIS/NIP and password are 

correct, enter the Online Learning Features page. If the 

NIS/NIP and password are incorrect, return to the Online 

Learning Features login page." 

d13= "Students open the Online Learning Features 

application. Students log in by entering their NIS and 

password. Students select menus and features contained in the 

application. Students interact with the teacher according to the 

selected features." 

d14 = "The teacher opens the Online Learning Features 

application. The teacher logs in by entering the NIP and 

password. The teacher selects the menus and features 

contained in the application. The teacher interacts with the 

teacher according to the selected feature." 

d15 = "Student and Teacher access the tutorial menu. 

Student and Teacher follow the step-by-step tutorial given." 

d16= "Students open the attendance menu. Students fill in 

attendance in certain subjects by signing the attendance list." 

d17 = "Student and Teacher access the discussion menu. 

Student and Teacher attend the virtual face-to-face 

discussion." 

d18 = "Students access the entertainment menu. Students 

can read fun facts, memes, and others." 

d19 = "Students access the quiz menu. Students choose 

subjects on the quiz menu provided. Students answer the quiz 

shown." 

d20 = "The teacher accesses the learning material upload 

menu. The teacher uploads the learning material files and 

quizzes in the column provided. The teacher presses the button 

to upload learning materials to students." 

d21 = "Students access the task menu. Students press the 

upload task button. Students choose the subjects whose results 

they want to upload. Students upload the assignment file." 

d22 ="Student and Teacher access the menu of learning 

materials. Student and Teacher press the watch video material 

button." 

 

5.4 Text processing 

 

Referring to 22 documents that have been defined as 

datasets, then in this activity, text processing is carried out 

using the Natural Language Toolkit (NLTK). NLTK is a tool 

used in the field of Natural Language Processing through the 

use of the Python-3 programming language. Text 

Preprocessing activities implemented in this research include 

Case Folding, Tokenization, StopWords Removal, and 

Stemming/ Lemmatization.  

At the beginning of the Text Preprocessing activity, in 

Figure 4, a snippet of the sample dataset process is processed 

in Text Preprocessing using Case Folding. All forms of writing 

in this dataset have changed into Lower Case form. This 

dataset consists of 22 documents. Case Folding is applied to 

documents contained in Functional Requirements and Step 

Performed documents. 

 

 
 

Figure 4. Case folding 
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After all, documents are prepared, the tokenization process 

is carried out to break all sentences into words. This process is 

combined with the stop words removal process to eliminate 

meaningless words in the Text Mining process. After that, 

Stemming/Lemmatization is done to turn the results into 

essential words. For the process of using Lemmatization, there 

is the use of NLTK "wordnet" as an English semantic 

dictionary. Normalized text from Lemmatization results on 22 

previously tokenized documents, then indexed. Snippets of the 

process can be seen in the snippet of Figure 5 regarding 

tokenization and indexing of all word results. 

 

 
 

Figure 5. Combination of tokenization with stop words 

 

The next step is to convert all the words in the document 

into their basic word form by stemming and cutting off the 

ends of a word, regardless of the context of the word's meaning. 

An example of the process can be seen in the snippet of Figure 

6. 

 

 
 

Figure 6. Stemming 

5.5 Document value weight processing 

 

Based on the results of indexing stemming from the 

tokenization process, the following process is to transform into 

a TF-IDF matrix on all documents. For snippets of the results 

of TF-IDF on Functional Requirements and TF-IDF on Step 

Performed, see Figure 7. 

 

 

 
 

Figure 7. TF-IDF matrix results snippets 

 

5.6 Similarity and validity values for SRS compatibility 

 

In calculating the similarity of an object, it can be used with 

the Cosine Similarity formula. Through this process, it is 

possible to search for similarities between documents. 

Referring to the results of processing the document value 

weights in the previous TF-IDF process, then in this similarity 

process, an experiment has been carried out to calculate the 

similarity of the Step Performed matrix with the Functional 

Requirement matrix, as shown in Figure 8. 

In calculating the similarity between documents, this study 

uses the cosine similarity metric. Cosine similarity is chosen 

as a metric for several important reasons that support the 

accuracy and effectiveness of text analysis in the context of 

SRS, namely: measuring Orientation, not Magnitude, 

effectiveness in text analysis, scalability, simplicity for easy 

understanding, and extensive use in research. By choosing 

cosine similarity as a metric, this study can ensure that the 

similarity analysis between SRS documents is carried out 

accurately and effectively, supporting the main objective of 

the study to measure the compatibility of software 

requirements. 

For the next step, validation is carried out by measuring the 

reliability between the two matrices. The reliability result is 

0.299. This value is based on a range from 0 to 1. If the value 

is closer to 1, then the SRS compatibility through the Use Case 

Diagram artifact will get better. Referring to the Interpretation 
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of Gwet's AC1 Value, the reliability value is included in the 

Kappa Index = "Fair agreement." 

 

 
 

Figure 8. Python Kappa score Gwet’s AC1 

 

Table 9. Questionnaire Kappa score Gwet’s AC1 

 

Expert 1 
Expert 2 

Yes No Total 

Yes 26 9 35 

No 9 6 15 

Total 35 15 50 

 

As a comparison of the validity and reliability results, a 

questionnaire was distributed regarding the compatibility of 

SRS to two groups of experts regarding UML artifacts. The 

results of filling out the expert questionnaires can be seen in 

Table 9. 

Based on Table 9, the following steps are as follows: 

Calculate the observed agreement (P) between the two 

experts. 

 

𝑃 =
26 + 6

50
= 0.64 (9) 

 

Calculating Chance-Agreement or 𝑒(𝑌). 
 

𝑃1 =
(35 + 35)/2

50
= 0.7 (10) 

 

𝑒(𝑌) = 2(0.7)(1 − 0.7) = 0.42 (11) 

 

Calculates AC1 statistics using Aggregation Coefficients. 

 

𝐴𝐶1 =
0.64 − 0.42

1 − 0.42
= 0.379 (12) 

 

Gwet's AC1 formula results through a questionnaire 

completed by the expert, namely: 0.379. This value is in the 

position of the "Fair Agreement" category. 

 

6. CONCLUSION AND FUTURE WORK 

 

This research has succeeded in extracting data from SRS by 

doing Text Preprocessing and similarity to identify the 

compatibility of FR with Step Performed. The following are 

four things that can be concluded as the core of this research 

activity, namely: 

(1) Based on the SRS named "Akuonline Learning 

Application," it has been identified that the Requirement 

Specification in the form of 11 FRs and 9 NFRs has been 

identified. The Requirement Specifications match FR (11) and 

the Use Case Diagram. In this diagram, there are 11 Use Case 

Descriptions whose number is the same as the number of Use 

Cases. Step Performed in the Use Case Description is used as 

a source for compatibility 

(2) Through Python NLTK and based on the description text 

of an FR and Step Performed, this activity resulted in Case 

Folding, Tokenization, Stopwords Removal, and Stemming, 

which were applied to 22 documents (d1 to d22). 

(3) Based on the results of the Cosine Similarity calculation 

by comparing the FR matrix and the Step performed matrix, 

the validation results through the Python version of Gwet's 

AC1 reliability measurement = 0.299, while for the 

questionnaire version = 0.379. There is a difference of 0.08. 

(4) Referring to the Interpretation of Gwet's AC1 Value, the 

validity and reliability values are included in the Kappa Index 

= "Fair agreement" category. 

Future work activities for further development are 

conducting semantic textual similarity activities applied to the 

SRS documentation case study. Gwet's AC1 Validity and 

Reliability will be used for validation and will be conducted 

on experts (people who understand UML) through 

questionnaire activities. To improve the effectiveness of the 

compatibility design method, semantic information can be 

incorporated into the similarity calculation with the following 

approaches: use of machine learning models, word embedding, 

use of sentence transformers, semantic similarity calculation, 

and integration with text preprocessing. By incorporating 

semantic information into the similarity calculation, future 

research can improve the effectiveness of the compatibility 

design method, allowing for deeper and more accurate 

identification of similarities between software requirements. 
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