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In low-cost portable cameras and camcorders, simple and fixed lens configurations are used. 

Items outside of the depth range appear fuzzy due to the short depth of focus of these 

cameras. Furthermore, videos taken with a hand-held camera include severe handshakes 

with jitters. As a result, it is critical to stabilize camera motions to increase video quality. 

Previous video stabilization (VS) solutions included de-blurring at the post-processing 

stage, resulting in erroneous measurement of motion parameters. To eliminate these 

estimation errors, this research suggests including de-blurring before implementing motion 

estimation (ME). The brightness of each pixel is convolved with the square of orthogonal 

temporal derivatives as a newly modified proposed blurriness index, which represents 

magnified objects and background motions. The proposed VS method to smooth the 

accidental motions and jitters in the movie has utilized an adaptive FIR filter. The simplified 

edge completion approach is designed to produce full-frame stabilized video sequences. The 

suggested method may accurately identify blurry frames at a cheap computational cost. 

Results present the performance comparison of the proposed blurriness index with the two 

most commonly used blurriness indexes. De-blurring the video before motion estimation 

improves the video stabilization quality. 
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1. INTRODUCTION

Video stabilization (VS) systems have undergone 

substantial evolution to solve problems, such as camera jitter 

and visual distortion [1]. To improve the stabilization quality, 

the VS process employs several techniques, including motion 

decomposition and smoothing. Videos captured with handheld 

cameras frequently suffer from undesired camera motion and 

blur during the scene capture period. The precision of motion 

estimate largely determines how well Video Stabilization (VS) 

works. Motion has been estimated using techniques based on 

features [2-4] and global estimation approaches [5, 6] feature-

based approaches are limited to local effects, and their efficacy 

varies depending on the method used to select the feature 

points. Direct pixel-based approach [7] is both fast and 

computationally demanding. As a result, it is necessary to 

lower the computational cost of these algorithms.  

Another typical issue is the compounding blurring effect 

observed in videos [7]. All forms of blur, including motion, 

depth-of-field (DOF), and sharpness, may not be sufficiently 

represented by the existing blurriness index (BI). The major 

problem of research is the selection of a suitable BI for the 

efficient detection of blurry frames in a video. Furthermore, 

selecting an incorrect BI can make the stabilization process 

overly susceptible to video noise. In the study by Rawat and 

Singhai [7], de-blurring methods are employed as 

preprocessing stages to remove blur from video frames. 

However, the major issue is that the computational cost of de-

blurring may be high, particularly in applications that operate 

in real time. Furthermore, research has been conducted on the 

application of temporal derivatives for motion estimation to 

enhance the stabilization performance, particularly when large 

moving objects are present [8]. By lowering blurriness and 

raising overall video quality, de-blurring approaches with 

temporal derivatives as well as motion smoothing, can be 

combined to further improve VS quality. The goal of these 

developments is to offer viewers a better visual experience by 

providing more reliable and effective VS options for a variety 

of difficult movies. To solve these problems, this study 

proposes the use of a modified blurriness index capable of 

repressing the much better edges of motion components, and 

thus, it is better to identify even a small number of blurry 

frames. The modified BI is capable of repressing blurring due 

to object motion. A "washed-out" appearance and the loss of 

tiny details are possible consequences of aggressive motion 

smoothing. It can be difficult to strike an ideal mix between 

detailed preservation and stability. Therefore, the FIR filter is 

proposed in this paper for motion smoothing, which has 

relatively less delay and is capable of stabilizing the motion 

while keeping the missing areas on the lower side. 

Blur is present as a result of the attenuation of high spatial 

frequencies in video frames, which only takes place in specific 

circumstances, such as severe handshakes or jitter, massive 

and quick object movements, optical zooming, extended 

exposure times, or non-uniform lighting or illumination. 

Furthermore, most smartphone cameras have a shallow DoF 
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[9]. Consequently, individuals can only focus on items within 

a certain depth span, and objects beyond that range appear 

hazy. Blur can be spaced differently and may be affected by 

DoF or object motion. It has various effects on foreground and 

background objects. The level of blur also fluctuates with the 

objects or the forward and reverse motions of the camera. As 

a result, the blur does not affect all frames equally, and blurry 

frames must be identified before the video sequence is de-

blurred. Known algorithms have not examined the influence 

of blur upon motion estimation, hence most known techniques 

include de-blurring following motion estimation. In a video 

taken with a handheld camera or camcorder, the foreground 

items are frequently independently moving objects towards the 

camera, whose movements differ from those of the complete 

background or scene. Objects in the backdrop, on the other 

hand, are normally static in the scene, and distortion can be 

seen at their margins owing to camera tremors and motions. 

Background items are often further away from the camera and 

thus are blurrier. Because of the small size of hand-held 

cameras, the aperture with lens assembly is small. Camera 

tremors affect a variety of camera characteristics, causing the 

scene to become blurry. Employing efficient VS can 

frequently allow for 2-4 folds lower shutter speeds (compared 

with 4-16 folds longer exposure times), while considerably 

slower effective speeds can be attained. Thus, video 

stabilization can overcome the hand-held mobile camera's 

slow shutter speed constraint. As a consequence, de-blurring 

the video clip before might improve VS performance.  

 

1.1 Contributions of work 

 

This research proposes the design of an efficient VS method 

that works equally well for fast and slow-moving objects. The 

major contributions of this study are as follows: 

Initially, it was proposed to deblur the video sequence 

before being stabilized. To justify this statement a 

mathematical model was provided to highlight the impact of 

blur for motion estimation. The performances of three blurring 

methods were compared for the VS. A modified blurriness 

index is proposed using temporal derivatives and is then used 

for the motion estimation process. The effectiveness of VS is 

evaluated via quantitative analysis for the six different kinds 

of motions using existing and proposed blurriness index 

profiles. Various filter performances are evaluated along with 

the proposed FIR filter along with the motion compensation. 

The proposed work employed the FIR filter with optimum 

filter coefficient selection, which nearly eliminated the 

requirement of Gaussian kernel-based MC algorithm and 

efficiently stabilized the video. A fast and simple edge 

completion method is proposed for full-frame stabilized video 

sequence generation.   

In rest of the script review of related works is explained in 

Section 2. Section 3 explains the effect of moving object and 

blur on the blurriness index for VS, and Section 4 describes 

process of motion estimation and smoothing respectively. 

Section 5 presents the sequential results of proposed VS 

method. The input video details are presented in Section 5.1. 

Section 5.1 followed by the performance comparison of 

comparison of VS with proposed and existing blurriness index 

in section 5.2. Section 5.3 discusses using hierarchical 

differential global estimation of motion parameters. Section 

5.4 describes the motion smoothing using proposed adaptive 

FIR filters to smooth accumulated global motion parameters. 

Motion compensation and edge completion methods to 

generate stabilized videos are explained in sections 5.4.1 and 

5.4.2 respectively. Sections 5.5 and 5.6 present the two 

specific case studies for the large object motion and frame 

resize attack respectively. Performance at each stage is 

justified using statistical and objective evaluation of the results. 

Work is concluded in Section 6 with scopes of future work. 

 

 

2. RELATED WORKS 

 

Numerous strategies have been put forth by researchers to 

effectively stabilize video sequences. To produce stabilized 

videos, VS approaches are needed and are broadly classified 

in Figure 1 as global motion estimation, motion smoothing, 

and motion compensation algorithms. Either directly pixel-

based methods or feature-based methods can be used to 

estimate global motion.  

 

 
 

Figure 1. Broad classification diagram of the VS methods 

 

2.1 Review of feature based VS methods 

 

There are many feature based VS methods available in the 

literature. Wang et al. [1] proposed to solve problems like 

camera jitter and visual distortion; video stabilization (VS) 

systems have undergone substantial evolution of motion 

decomposition method. Many researchers [2, 3] have 

employed SIFT features to eliminate the p additionally, an 

adjusted Chauvenet parameter is used in the method to identify 

and suppress outlier features, purposeful inter-frame motions 

by lining up the feature points. Luchetti et al. [4] devised a way 

for making 360 videos viewing more fluid and enjoyable for 

watching. To begin, the motions are produced employing an 

innovative approach that employs a Particle Swarm 

Optimization approach while accounting for the estimation of 

uncertainty among features. A modified Chauvenet parameter 

is also utilized to locate and suppress outlier features in the 

algorithm. The method appears to be a little hazy for different 

types of motion. 

Lee et al. [5] stabilization process of the video signal plays 

a significant part in improving the clarity of the image. Early 

methods for recovering 2D or 3D frame motion in movies 

faced challenges owing to their reliance on feature tracking, 

which struggled with local feature mining and tracking in 

noisy environments. To address this stability issue, recent 

learning-based approaches have employed deep neural 

networks to identify frame transformations by using high-level 

information. In their work, Xu et al. [6] employed Features 

from Accelerated Segment Test (FAST) method to detect 

features in individual frames. Subsequently, a rapid binary 

descriptor based on Binary Robust Independent Elementary 
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Features (BRIEF) was used to match the corresponding 

features between consecutive frames. The combination of 

aligned FAST and rotated BRIEF, known as ORB, is 

particularly effective for feature detection and matching and 

accelerating motion prediction without the need for hardware 

enhancement. Furthermore, an improved motion smoothing 

technique that utilizes linear models to smooth motion 

variables without requiring continuous global motion 

estimation is proposed. The speed of the feature-based 

approaches depends greatly on how well the feature point 

selection is done. There may be few good features in scenes 

that have inadequate texture, repetitive patterns, or severe blur, 

which might result in erratic tracking and subpar stabilization. 

Additionally, feature based methods may not be able to 

reliably capture complicated camera actions like zooming and 

rolling shutter distortion, which could result in errors affecting 

the stabilized footage. For predicting slow inter-frame motion, 

such as in handheld videos, direct pixel-based approaches are 

used. 

 

2.2 Review of global direct video stabilization methods 

 

Many VS methods use direct pixel based approaches. Rawat 

and Singhai [7] presented a comparative analysis of VS with 

different temporal derivatives. These derivatives include two- 

and four-point central differences and simple pixel difference 

approaches. It was observed that different derivatives 

responded differently to different occasions. Farid and 

Woodward [8] applied a direct pixel-based technique, which 

minimizes the quadratic error function for estimating motions 

via Taylor series expansion. Matsushita et al. [9] proposed a 

direct full-frame VS approach based on multilayer differential 

motion estimation. This technique employs motion-in-

painting to provide a complete video frame. Choi et al. [10] 

proposed a novel method for real-time video stabilization that 

transforms shaky video into a video that is maintained as if it 

were stabilized in real time using gimbals. Our design can be 

trained without the use of particular equipment (such as two 

stereo cameras or additional motion sensors), as it can be 

trained without supervision. Our system comprises a 

transformation estimator between specified frames for 

modifications to the overall stability, then a scene motion 

control module using temporally normalized optical flow for 

greater stability. 

Shi and He [11] evaluated various ME techniques used in 

VS, including mechanical and optical approaches. Their study 

focused on challenges in stabilizing video from handheld 

cameras, which are particularly susceptible to inadvertent 

movements. Barron et al. [12] have proposed a good 4-point 

central difference method for ME. The method is adopted in 

current research for VS applications. Pang et al. [13] have used 

a dual tree-based wavelet transform application for VS. An 

extended video feature extraction method is presented in the 

book by Bovik [14]. But these methods are simple and are 

suitable for slow object motion. Yu and Ramamoorthi [15] 

have suggested a unique neural network (NN) approach to 

derive optical flow fields of the input video from the per-pixel 

shift fields needed for video stabilization. In contrast to other 

video stabilization methods that use machine learning to 

indirectly infer frame movements from color videos, our 

approach employs an optical flow to directly analyze motion 

and learn stabilization. They also suggested an optical flow-

based pipeline. Yu et al. [16] system relies on gated 

transformations trained using millions of images. The 

proposed closed multiplication addresses the limitations of 

vanilla convolution, which treats all input images as valid, by 

implementing a learnable dynamic feature-selection process 

for each channel at every spatial location across all layers. This 

approach applies partial compression and resolves the issues 

associated with standard convolution techniques. Additionally, 

global and local GANs created for a single rectangle mask are 

not suitable because free-form masks can exist everywhere in 

images of any shape. e Souza et al. [17] stated that the growth 

of multimedia data has helped many applications, like 

telemedicine, business video conferencing, monitoring and 

protection, entertainment, remote learning, and robotics. The 

VS is a technique for detecting and identifying removing 

motion or instabilities from a video channel that is put on by 

handling the camera during the recording phase. Souza 

presents and examines a unique approach that uses local 

features to identify errors in the camera's global motion 

prediction 

 

2.3 Review of motion smoothing  

 

Over 2 decades ago, several methods have been suggested 

to smooth undesirable camera motions. The VS algorithm 

utilizing feature point filtering and differential optical flow, 

was proposed by Cai and Walker [18] in 2009. Unwanted 

motions were eliminated using a first-order IIR filter. Rawat 

and Singhai [19] presented a good use of the IIR filter for 

motion smoothing of a video sequence for VS. They also 

considered the Taylor series expansion method for the ME and 

global motion-smoothing approaches. Muthu et al. [20] 

researched stationary, small, or slow-moving objects that, 

when covered, can improve the results of motion classification 

but are frequently missed by standard methods. Our method 

integrates motion inputs with logical object-based 

segmentation to identify the total moving objects and their 

motion characteristics and to execute segmentation. To 

calculate the object-specific motion parameters, connection 

matching and selected object-based samples were used. Wang 

et al. [21] leading to substantial improvements in video 

stabilization. On the other hand, previous surveys have 

primarily focused on traditional methodologies and lack 

comparative performance. Wang et al. [21] have provided an 

outstanding assessment of VS techniques for various types of 

motions and applications. Kumar et al. [22] proposed 

quadratic smoothing for VS problem resolution. Wang and 

Huang [23] recently developed a global pixel-based VS 

technique using motion smoothing. 

Liu et al. [24] present an article that offers a frame 

generation technique for stabilizing full-frame video. They 

first calculated the strong warping fields from nearby frames 

and then merged the warped elements to create a stable image. 

Our main technical innovation is the learning-based hybrid 

space combination, which reduces errors produced by 

incorrect optical flow and fast-moving objects. Rawat and 

Sawale [25] have published the application of Gaussian kernel 

filtering (GKF) for VS tasks. The GKF method is widely used 

for motion compensation (MC) in full-frame VS applications. 

However, excessive kernels may lead to over-blurriness in a 

video sequence. Thus, this study focuses on designing a 

smoothing approach that eliminates the requirement of the 

GKF. This method is specific to trajectory-based approaches. 

Zhao and Ling [26] presented a pixel-based warping approach 

for video stabilization. However, it is necessary to design 

simple algorithms and reduce the computational cost of this 
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stage for the MC. Mosleh et al. [27] used good use of a simple 

edge completion method for efficient VS and MC. They also 

used an IIR filter with a GKF for smoothing motions. 

Shankarpure and Abin [28] considered the frame–to–frame 

approach for VS by removing the Jitter method to be slow. To 

discover the temporal derivatives, a method using 1D 

separable kernel filters was applied.   

A fast VS technique based on block matching and edge 

completion was proposed by Tang et al. [29] in 2011. Souza 

and Pedrini [30] have designed a camera trajectory filtering 

method for the VS task. Yang et al. [31] have demonstrated a 

good use of the particle filter but for the specific case of the 

profile motion of the camera path. Method was not suitable for 

slow motions. 

 

2.4 De-blurring and blurriness index measures 

 

Matsushita et al. [9] that boost sharpness by transferring 

clearer pixels to corresponding fuzzy pixels using weighted 

interpolation. However, the approach was only applied to a 

small number of nearby frames with significant modifications. 

In the past year, several blind and non-blind image de-blurring 

techniques have been proposed. Since the blur kernel is 

unknown, blind deconvolution becomes more challenging [32, 

33]. A useful comparison of numerous blind and non-blind de-

blurring techniques has been provided by Simmons et al. [32]. 

They have proposed a technique for de-blurring that does not 

require PSF data and employs the EDGETAPR function to 

lessen ringing effects. 

The first dataset addressing real-world challenges in rolling-

shutter correction for dynamic scenes (RSCD) was introduced 

by Zhong et al. [33]. This dataset, named BS-RSCD, 

incorporates both object and ego motions in dynamic instances. 

The researchers employed a beam-splitter-based collection 

method to automatically capture authentic damaged and blurry 

videos along with their corresponding ground truth. Existing 

approaches for rolling shutter correction (RSC) and global 

shutter de-blurring (GSD) are applied directly. However, 

owing to fundamental issues in the network architecture, GSD 

methods often yield poor results when applied to RSCD. In 

response, we introduced the first learning-based model, called 

JCD, specifically designed for RSCD tasks. 

Kulkarni et al. [34] have provided a detailed description of 

video stabilization. Using feature point matching, certain 

unexpected effects can result from poor video recording, such 

as picture skewing and blurring. Multiple studies have 

investigated these limitations to improve video quality. An 

algorithm for stabilizing unstable videos was presented in this 

paper. Without the effect of jitter, which is caused by handheld 

camera shaking while recording video, a stable output video 

can be produced. Rota et al. [35] have close attention to the 

primary architectural elements, motion management 

techniques, and loss functions. They examined common 

benchmark datasets and utilized deep learning (DL)-based 

methods to provide an overview of the effectiveness of video 

restoration techniques. Ciaparrone et al. [36] have presented 

the good use of the DL for tracking the multiple objects 

motioning the video sequences to address the concept of 

blurriness. However, the DL-based method requires large 

amounts of data available for a specific class of motion. 

A multi-image de-blurring method is proposed by for de-

blurring, Bojarczak and Lukasik [37] compared the wiener 

filter and TSVD technique. In 2010, Shen and Ma [38] used 

the Inverted Sum of Square Gradients (ISSG) metric to 

identify the blurry frames and assess the relative blurriness. 

Utilizing derivative filters in the x and y directions, 

respectively, the gradients are found. This measurement is 

only applied to a few nearby frames where major changes are 

not seen. To enhance the performance of VS, Okade and 

Biswa [39] suggested employing SIFT features for feature 

matching and pre-processing blurry shots. The Blurriness 

Index has been determined through Image Gradients (BIG) in 

the x and y directions. When the background objects are 

influenced by blur, employing the image gradients might not 

be able to accurately estimate blur in both the foreground and 

background at the same time.  

Methods using DL are also being considered. DL has come 

to be a powerful method to acquire depictions of features 

directly from data. According to Pae et al. [40], constraint 

optimization has been proposed for smoothing and VS of 

video sequences. Liu et al. [41] have presented the good use of 

the video costing methods to improve the quality of recovered 

videos. Reichert et al. [42] recorded every moment 

independently using a fixed camera, but the duration of the 

video and potential standardization problems make analyses 

difficult. By automatically removing man oeuvres from these 

full sessions using an image visualization framework to 

quickly find relevant moments, we hope to make easy our 

understanding of such videos in this work. Guilluya et al. [43] 

have presented detailed and extended reports of the various VS 

challenges and is good for any researcher working in this field 

to explore. Zhao et al. [44] have used an iterative approach for 

stabilizing video with full frames. Souza et al. [45] have 

addressed various VS challenges. Finally, in early work, Tang 

et al. [46] proposed using a temporal mean filter for image 

stabilization. Since the elements in the scene are moving at 

different rates while the scene is being captured, this causes 

unwanted camera motion, which blurs the objects in the scene. 

Thus, VS approaches are needed to eliminate the unwanted 

camera motions that are frequently visible in video shots with 

handheld cameras. Existing VS algorithms are either 

complicated or perform poorly for handheld slow-motion 

footage. Since de-blurring is typically utilized as a post-

processing step in these systems, motion vector estimation is 

imprecise. As a result, before video stabilization, it is 

necessary to comprehend how object motion affects blur 

performance.  

 

 

3. EFFECT OF MOVING OBJECT ON BLURRINESS 

INDEX 

 

Unintended camera movement results in the attenuation of 

high spatial frequencies, causing object edges in images to 

appear indistinct. The blurriness index measures edge intensity 

fluctuations resulting from these attenuations, enabling the 

differentiation between hazy and sharper video frames. As 

briefly mentioned in Section 4, this index is computed using 

the sum of squared derivatives in horizontal and vertical planes. 

Objects in dynamic scenes can move nearer to or further from 

the camera. Since a moving object's motion differs from that 

of the background, blur caused by such objects may lead to 

significant errors in motion estimation. These errors can 

compound over extended video sequences. To examine the 

impact of moving objects, the blurriness index's behavior was 

studied for various types of object motion in videos. 

The proposed blurriness index utilizes temporal derivatives 

in its calculation. Consequently, the presence of large moving 
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objects in a scene causes abrupt changes in the index. It has 

been noted that when an object approaches the camera, 

simulating a zoom-in effect, the blurriness index increases. In 

contrast, when an object is receded from hand held camera, 

emulating a zoom-out effect, the blurriness index falls, as 

shown in Figure 2. 

 

 
(a) 

 
(b) 

 

Figure 2. Effect of the moving object on motion estimation 

a) Object approaching to the camera b) Object moves out of 

the camera view 

 

The impact of motion blurring models on NE has not before 

been adequately explained. As a result, the following section 

offers a novel mathematical model for explaining the effect of 

blur on ME. Since resized frames have increased blur thus, the 

estimated motion is different for different resolutions. The 

video with rolling shutter effects is the sixth input category of 

the video. One common case of the rolling shutter video is 

used by Liu et al. [3]. 

Blur is modeled as a linear convolution of the current frame 

with a blurring kernel referred as a Point Spread Function 

(PSF)) [10], which help to explain the effect of blur on motion 

estimation. The relation between the observed current frame 

g(x, y, t) and its uncorrupted version f(x, y, t) can be expressed 

as shown in Eq. (1) [13, 14] : 

 

𝑔(𝑥, 𝑦, 𝑡) = 𝑓(𝑥, 𝑦, 𝑡) ∗ ℎ(𝑥, 𝑦, 𝑡) + 𝑛(𝑥, 𝑦, 𝑡) (1) 

where, h(x, y, t) is PSF, which is convolved with f(x, y, t) 

original frame, and added to noise function n(x, y, t). In 

frequency domain (1) can be given as: 

 

𝐺 (𝑢, 𝑣) = 𝐹(𝑢, 𝑣) ∗ 𝐻(𝑢, 𝑣) + 𝑁(𝑢, 𝑣) (2) 

 

Motion within two consecutive frames f(x, y, t) and f(x, y, t-

1) may be modeled by using affine transform as: 

  

𝑓(𝑥, 𝑦, 𝑡) = [𝑓(m1x +m2y + m5 ,  m3x +m4y +
m6 , 𝑡 − 1)] ∗ ℎ(𝑥, 𝑦, 𝑡 − 1)  

(3) 

 

where, m1, m2, m3, m4, m5, and m6 are defined as the affine 

parameters, m, and h(x, y, t-1) is the PSF. The quadratic error 

function below is minimized to estimate the affine parameters. 

 

𝐸(𝑚) = ∑  [𝑓(x, y, t) − 𝑓(𝑈(x, y), 𝑉(𝑥, 𝑦), 𝑡 −𝑥,𝑦∈ Ω

1)  ∗ ℎ(𝑥, 𝑦, 𝑡 − 1)]2  
(4) 

 

where, U(x, y), and V(x, y) are defined as U(x, y)=m1x+m2y+m5, 

V(x, y)=m3x+m4y+m6. 

Use first-order Taylor series expansion in Eqs. (5)-(6): 

 

𝐸(𝑚) = ∑ [𝑓 − (𝑓 + (𝑈(x, y) − x)𝑓𝑥 −𝑥,𝑦∈ Ω

 (V(x, y) − y)𝑓𝑦 − 𝑓𝑡) ∗ ℎ(𝑥, 𝑦, 𝑡 − 1)]2  
(5) 

 

𝐸(𝑚) = ∑ [𝑓 − (𝑓 ∗ ℎ(𝑥, 𝑦, 𝑡 − 1)) + (𝑓𝑡 −𝑥,𝑦∈ Ω

(V(x, y) − y)fy + (V(x, y) − y)fy − ft) ∗ h(x, y, t −

1)]2  

(6) 

 

Let Δ(t) be defined as: 𝑓 − 𝑓 ∗ ℎ(𝑥, 𝑦, 𝑡 − 1), and let F(t) 

represent the expression  (𝑓𝑡 − (𝑈(𝑥, 𝑦) − 𝑥)𝑓𝑥 + (𝑉(𝑥, 𝑦) −
𝑦)𝑓𝑦): 

 

𝐸(𝑚) = ∑ [𝛥(𝑡) + 𝐹(𝑡) ∗ ℎ(𝑥, 𝑦, 𝑡 − 1)]2
𝑥,𝑦∈ Ω   (7) 

 

𝐸(𝑚) = ∑ 𝛥2(𝑡) + 𝐹2(𝑡) ∗ ℎ2(𝑥, 𝑦, 𝑡 − 1) +𝑥,𝑦∈ Ω

2 ∗ 𝛥(𝑡) ∗ 𝐹(𝑡) ∗ ℎ(𝑥, 𝑦, 𝑡 − 1)  
(8) 

 

By neglecting Δ2(t) (constant with m): 

 

𝐸(𝑚) = ∑ 𝐹2(𝑡) ∗ ℎ2(𝑥, 𝑦, 𝑡 − 1) + 2 ∗ 𝛥(𝑡) ∗𝑥,𝑦∈ Ω

𝐹(𝑡) ∗ ℎ(𝑥, 𝑦, 𝑡 − 1)  
(9) 

 

The presence of blur causes a complicated higher-order 

error functioning, resulting in erroneous motion estimates. The 

scenario becomes more complicated in the context of a lot of 

noise. To avoid such erroneous motion estimates, it is 

preferable to do de-blurring before motion estimation. 

Furthermore, blurriness occurs at random in video sequences; 

consequently, it is necessary to first detect blurry frames and 

then de-blur these frames selectively. The main focus is not on 

efficient de-blurring, but on assessing the influence of blur on 

motion estimation and consequently on VS. Several blurriness 

indices have recently been defined, some of which were case 

specific. The two most often used blurriness indices are briefly 

reviewed in the preceding sections. 

 

3.1 ISSG method 

 

Shen and Ma [38] proposed to detect and remove the motion 

blur from video clips. The method defines the blurriness index 

as the Inverse Sum of Square Gradient (ISSG), a measure 
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proposed in which identify the blurry frames in the video clips. 

It is defined as: 

 

𝑏𝑖 =
1

∑ {(𝑓𝑥 ∗ 𝐼𝑖)2 + (𝑓𝑦 ∗ 𝐼𝑖)
2

}𝑝𝑖

 (10) 

 

where, fx and fy are the derivative filters along the x and y 

directions, respectively, Ii is the ith frame, and pi are the pixels 

in the ith frame of the video. The blurry frames are identified 

by verifying the relative blurriness ratio defined as 𝑏𝑖 𝑏𝑖′⁄ ; 
where i' is a set of neighboring frames given as 𝑖′𝜖 𝑁𝑖. When 

𝑏𝑖 𝑏𝑖′⁄  is larger than 1 then frame 𝑖 is a blurry frame. Because 

relative blurriness is calculated using common areas within all 

neighboring frames, hence the method is useful for the limited 

neighboring frames where significant changes were not 

observed. 
 

3.2 BIG method 
 

Okade and Biswas [39] suggested calculating the Blurriness 

index using an Image Gradient (BIG). In boundary detection, 

the image gradient is crucial as object boundaries, or edges, 

are characterized by rapid intensity changes. These transitions 

are most pronounced at interfaces between different objects 

within an image. The method defines the blurriness index of 

the ith frame as: 

 

𝑏𝑖 = ∑ (𝑔𝑥
2(𝑝𝑖) + 𝑔𝑦

2(𝑝𝑖))

𝑝𝑖

 (11) 

 

The method calculates the blurriness index for each frame, 

where bi is the blurriness index, pi is the pixels, gx, and gy are 

gradients in the x and y directions of each ith frame. In general, 

blurry frames have a smaller gradient than clearer frames in 

the same places. Thus, the blurriness index is compared with 

the individual threshold (th) for each frame; if index bi<th then 

only the corresponding frame is identified as a significantly 

blurry frame. 

 

3.3 Modified blurriness index using temporal derivatives 

 

Blur affects the background and foreground objects 

differently. The background objects are usually stationary. If 

the captured videos are shaky then the stationary background 

objects may also be affected by some amount of blur on the 

edges. Moving objects within a scene constitute the 

foreground elements [7]. The effect of blur on the foreground 

objects becomes more severe when the camera is also moving 

at fast speeds. Furthermore, the scene might contain several 

objects in motion. Since the ISSG method of blur 

identification is used for the limited neighbourhood with small 

changes thus its performance degrades under large and fast 

multiple-moving objects. Since the image gradients represent 

the intensity difference in the x and y direction thus, they only 

identify the sharp edge variations and are unable to represent 

fine blur due to the background object's motion. Thus, the 

performance of the BIG method is also limited. Therefore, it 

needs to design a blurriness index that can uniquely identify 

the blur in the foreground and background objects 

simultaneously.  

Thus, in the proposed method, a modified blurriness index 

is defined using the temporal derivatives in the x and y 

directions, which also provides information about the 

interframe motion. The temporal derivatives are determined 

using the modified 4-point central difference method defined 

by Pang et al. [12]:  

 

𝑓𝑥(𝑥, 𝑦, 𝑡) = (1 12⁄ ) ∗ 𝑓(𝑥, 𝑦, 𝑡) ∗ 𝑑(𝑥) (12) 

 

𝑓𝑦(𝑥, 𝑦, 𝑡) = (1 12⁄ ) ∗ 𝑓(𝑥, 𝑦, 𝑡) ∗ 𝑑(𝑦) (13) 

 

where, ∗  is a convolution operator and f represents the 

brightness of each pixel in the frame. Variables d(x) and d(y) 

are the derivative filter in x and y direction given as: 

 
𝑑(𝑥) = [−1 8 0 − 8 1]; 𝑑(𝑦) = [−1  8  0 − 8 1 ]′ (14) 

 

Barron's method [12] uses pixels from five sequential 

frames to calculate the temporal derivatives. However, the 

suggested approach utilizes the intensity values of individual 

pixels within each frame to compute the temporal derivatives. 

by convolving it with. 4-point derivative mask d(x) and d(y). 

The brightness of each pixel is multiplied by the sum of the 

squares of the temporal derivatives in the x and y directions to 

calculate the proposed blurriness index. Thus, the use of 

modified 4-point central difference derivatives is capable of 

representing a more precise and enhanced motion. Thus, the 

new blurriness index is capable of efficiently identifying the 

fine edge variations present due to camera motion in the 

foreground and background objects. It is also capable of 

representing the effect of object motion on the blurriness index 

as explained in section 4. 
 

 

4. VIDEO STABILIZATION USING A MODIFIED 

BLURRINESS INDEX 
 

An efficient VS approach is proposed to stabilize the 

handheld camera videos. The proposed method De-blurs the 

video frames before estimating the motion vectors, which 

avoids inaccurate estimation and improves the stabilization 

efficiency. The VS experimental setup is given in Figure 3(a) 

and the complete VS procedure is summarized in Figure 3(b). 

Figure 3 demonstrates clearly that input video frames have 

inter-frame motion, which is intended to stabilize at the end 

processing. The Sony Handycam is used as a hand-held 

camera for the experiment to record real-time videos. The 

frames are grabbed, and frame pairs are processed, as shown 

in Figure 3(a). 

The proposed method identifies the blurry frames present in 

the video sequences using the modified blurriness index based 

on the temporal derivatives as explained in section 4.1. After 

identifying the blurry frames with a significant amount of blur, 

the Wiener filter is used to De-blur identified blurry frames. 

The suggested VS method employs a hierarchical differential 

global motion estimation approach [5, 6] to assess inter-frame 

movement, as detailed in section 4.2. Unwanted camera 

movements are eliminated using an adaptive IIR filter, which 

is described in section 4.3. It is followed by Gaussian motion 

compensation and edge compensation in section 4.4 and 4.5 

respectively to generate the full frame stabilized video. 
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(a) Experimental setup 

 

 
(b) Detail VS procedure 

 

Figure 3. Process of proposed VS methodology 

 

4.1 Identification of blurry frames using the proposed 

blurriness index and de-blurring 

 

The amount of blur present in the video sequences depends 

upon the various environmental conditions (scene or 

background) and different kinds of object motions. Thus, 

blurring does not uniformly present in all the frames of the 

video sequences. Usually, a sharper frame does not suffer from 

the large blur [8], but large objects with sharp edges are more 

affected by the motion blur. Thus, it is required to identify the 

blurry frames before de-blurring the video sequence. 

 

4.1.1 Modified blurriness index 

The VS technologies are employed for enhancing the 

quality of source videos by reducing blur and jitter thus 

producing videos that are pleasing to the human viewing 

system. Sophisticated digital cameras feature high-powered 

zoom lenses, which amplify undesirable camera movement. 

Unwanted motions are caused by slow and smooth hand 

motions. Jitters are quick and random handshakes that cause 

the entire scene to alter. In recent years, video stabilization has 

become an essential component of hand-held digital camera 

systems to improve their visual performance. This research 

aims to identify blurred frames within video sequences that are 

essential for video stabilization. The suggested method 

computes a new blurriness index by converting brightness for 

every pixel with the sum of squares of orthogonal temporal 

derivatives. The blurriness index calculated represents the 

enhanced foreground and background object motions. The 

proposed blurriness index is calculated for each ith frame using 

the derivative fx, and fy as: 

 

bi = ∑ ∑ f(x, y, t)

col

y=1

row

x=1

∗ (fx(x, y, t)2 + fy(x, y, t)2) (15) 

where, f(x, y, t) represents the brightness of p(x, y) pixel of the 

ith video frame. 

The modified blurriness index can effectively identify the 

fine edge variations present because of camera motion within 

the foreground as well as the objects. Consequently, it can also 

represent the effect of object motion on the blurriness index. 

The employing of modified 4-point central difference 

derivatives for BI can represent a more precise and enhanced 

motion. The performance of the suggested blurriness index is 

compared to the performance of two generally used blurriness 

indexes based on the Inverse of the Sum of Square Gradients 

(ISSG) [7, 39], and the Blurriness index utilizing Image 

Gradients (BIG) [40]. 

The proposed method calculates the modified blurriness 

index using Eq. (15), for each frame. The blurriness index of 

each frame is compared with the threshold (Th) is defined as 

Th=mean(bi). If blurriness index bi<Th then the corresponding 

ith frame is identified as the blurry frame. Only the identified 

frames with significant blur will be De-blurred. The threshold 

Tℎ is taken as the mean value since it is independent of the 

speed and direction of motions, and perform equally well in all 

type of motions. 

De-blurring the blurry frames: The blind de-convolution is 

the most commonly used de-blurring method but it is 

computationally complex. Therefore, this paper proposes to 

implement the Wiener filter with reduced computational 

complexity and better acceptable restoration results. Wiener 

filter is a minimum mean square error (MSE) filter that 

employs a linear De-convolution method [10]. Thus it is 

computationally less intensive. But it gives poorer results in 

the presence of noise. The filter is designed by minimizing the 

estimated MSE between the original frame f(x,y,t) and its 

estimate 𝑓^(𝑥, 𝑦, 𝑡)  by using the Wiener filter defined by 

Bojarczak and Lukasik [37]. However, sometime de-blurring 

would cause some ringing effects in the de-blurred frame 

caused by the high-frequency drop-off. Thus, in addition, the 

function that is used to solve this problem is edge-taper. Edge-

tapering blur the edges of the input frame slightly, before 

applying the de-convolution thus reducing the ringing effects. 

 

4.2 Global ME via hierarchical differential motion 
 

The study introduced a layered approach to motion 
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estimation for analyzing changes between successive video 

frames. This hierarchical method's core concept involves 

evaluating motion at a reduced resolution, which helps 

mitigate aliasing effects. The technique employs a Gaussian 

pyramid with L=3 levels [6] and is built over a pair of frames, 

f(x,y,t) and f(x,y,t-1). The movement of two consecutive 

frames f(x,y,t) and f(x,y,t-1) is represented using a six-

parameter affine transformation [6, 18, 33], which is expressed 

as: 

 

𝑓(𝑥, 𝑦, 𝑡) = 𝑓(m1x +m2y + m5,  m3x+m4y + m6, 𝑡
− 1) 

(16) 

 

where, m1, m2, and m3, m4 form 2×2 affine matrix A, and m5, 

m6 are translation vector 𝑇 is given as: 

 

A (𝑚1
𝑚3

  𝑚2
𝑚4

), and  𝑇  = (𝑚5
𝑚6

) (17) 

 

The following quadratic error function has to minimize to 

estimate the affine parameters. 

 

E(m) = ∑ [f(x, y, t) − f(m1x + m2y + 𝑚5 ,  m3x

x,y∈ Ω

+ m4y + m6 , t − 1) ]2 

(18) 

 

Using the Taylor series expansion technique outlined by 

Hany Farid in studies [6, 18], the motion vectors are 

determined through differential global motion estimation. The 

only modification is that the temporal derivatives are 

calculated using the Barron method [13]. The derivatives in 

the x and y direction are given in Eqs. (12)-(13), and the time 

derivative is given by: 

 

𝑓𝑡(𝑥, 𝑦, 𝑡) = 𝑐𝑜𝑛𝑣((𝑓(𝑥, 𝑦, 𝑡 − 1) ∗ [0.25 0.25]) +

(𝑓(𝑥, 𝑦, 𝑡) ∗ −[0.25 0.25]))  
(19) 

 

The estimated global motion vectors calculated for each pair 

of frames are represented as: 
 

GMV(t) = {GMVx(t), GMVy(t)} = T = {m5, m6} 
 

where, GMVx(t)=m5 is a translation in the x direction and 

GMVy(t)=m6, is the translation in the y direction. The rotation 

and scaling parameters matrix are set as  𝐴 = [
𝑚1 𝑚2

𝑚3 𝑚4
] . 

These parameters represent undesired motions in video 

sequences. If the length of a video sequence is large then the 

error due to accumulation of global motion vectors also 

increases. This causes missing frame areas and thus loss of 

information. Hence, the motion-smoothing method is required 

to remove the undesired motions, which minimizes the 

missing frame areas. 

 

4.3 Motion smoothing 
 

Researchers have developed numerous techniques to reduce 

unwanted camera movements. However, most of these 

approaches were either computationally intensive or only 

effective for basic and slow camera motions. Their 

performance diminishes when dealing with substantial objects 

and camera movements, particularly in handheld mobile video 

recordings. Consequently, there is a need to efficiently 

minimize jitters and the calculated accumulated global motion 

vectors 𝐴𝐺𝑀𝑉(𝑡).  The proposed approach employs a first-

order adaptive IIR filter [9] to smooth out accumulation errors. 

This IIR filter was chosen for motion smoothing primarily due 

to its straightforward implementation and effectiveness.in 

systems that operate in real time and consume less memory. 

The combined vectors of global motion 𝐴𝐺𝑀𝑉(𝑡)  are 

calculated from estimated motion vectors, as: 

 

𝐴𝐺𝑀𝑉(𝑡) = ∑ 𝐺𝑀𝑉(𝑡 − 1)𝑡
𝑖=2 + 𝐺𝑀𝑉(𝑡)  (20) 

 

where, AGMV(t) is represented as: 

 

𝐴𝐺𝑀𝑉(𝑡) = {𝐴𝐺𝑀𝑉𝑥(𝑡) , 𝐴 𝐺𝑀𝑉𝑦(𝑡)} (21a) 

 

To obtain the smoothed accumulated motion vectors, 

implement a first-order IIR filter on Eq. (21). This can be 

expressed as:  

 

𝐴𝑆𝑀(𝑡) =  ∗ 𝐴𝑆𝑀𝑉(𝑡 − 1) + (1 − )
∗ 𝐴𝐺𝑀𝑉(t − 1) 

(21b) 

 

In this context, 𝐴𝑆𝑀𝑉(𝑡), which represents the cumulative 

smoothed motion vectors, is defined as follows: 

 

ASMV(t) = {ASMVx(t) , ASMVy(t)} (22) 

 

where,  is defined as a smoothing parameter that generally 

ranges between 0≤τ≤1. for the Paresh et al. [19]  is set to 0.96 

since it is the uppermost limit. 
 

4.3.1 Proposed FIR filter design 

The comparative smoothened motions produced by the FIR 

filter are satisfactory and pleasant to the human visual system. 

FIR filters might hold several advantages against IIR filters 

while it comes to motion smoothing as: 

Guaranteed Stability: Because FIR filters are inherently 

stable, their output won't increase uncontrollably. This is 

important because unstable filters might result in undesired 

distortions as well as artifacts while processing videos.  

Phase Response: A linear phase response is a possible 

design for FIR filters. This implies that the delay experienced 

by each frequency component is the same, which is crucial for 

maintaining the temporal links between various video signal 

components. This corresponds to smoother transitions as well 

as prevents the introduction of jerky movements as a result of 

phase shifts in motion smoothing. 

Filter depends on the current and past four frames motion 

vectors. Frames are filtered with filter coefficients b0=2-1, 

b1=2-2, b2=2-3, b3=2-4, and b4==2-4. The quantity of previous 

frames can be adjusted as necessary, with corresponding 

modifications to the coefficients. The filtering process is 

executed as: 

 

𝐵𝑀𝑉𝑓𝑖𝑙𝑡𝑒𝑟(𝑛, 𝑏𝑙𝑘) =  ∑  bk ∗  𝐵𝑀𝑉𝑜𝑙𝑑(𝑛 − 𝑘, 𝑏𝑙𝑘)

d

K=0

 (23) 

 

This paper has proposed using the lower order fast FIR filter 

design with the filtered numerator coefficient vector 𝑏=0.2 

with denominator coefficient vector normalized to a=1. The 

proposed method of FIR filter smoothens and stabilizes the 

motion better. Uses of FIR filter almost eliminates the 

requirement of compensation stage. However, FIR filter needs 

more computation and memory as limitations. Thus, it is 
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concluded that FIR filters are a suitable alternative for motion 

smoothing where stability, linear phase response, with 

economy of design are priorities. 

 

4.4 Warping and motion compensation 

 

In the stabilization algorithm, the warping technique aligns 

a newly received frame with the positions of the preceding 

frame. Substantial movements are detected at the coarse level 

through warping, utilizing Bi-cubic interpolation. This process 

is then refined iteratively across each level of the pyramid. 

When the calculated motion vectors at a specific pyramid level 

L are m1, m2, m3, m4, and m5, m6, the estimated affine matrix 

A should be used to warp the original frame, along with the 

smoothened global translation vector 𝑇 given as: 

 

𝐴 = [
𝑚1 𝑚2

𝑚3 𝑚4
].and 𝑇 =  (

2𝐿−1𝑚5

2𝐿−1𝑚6
) (24) 

 

Upon completing each level of the pyramid, it will be 

necessary to repeatedly transform the initial frame using the 

motion calculated at every pyramid stage. Two affine matrices 

A1 and A2 with their corresponding translation vectors T1 and 

T2 are combined as: 

 

𝐴 = 𝐴1𝐴2 and 𝑇 = 𝐴2𝑇1 + 𝑇2  (25) 

 

The use of a hierarchical pyramid approach with Bi-cubic 

interpolation for warping improves the stabilization 

performance under large objects and camera motion. The 

paper proposed to use the GKF [9, 31] for motion 

compensation because they are simple to implement. The 

standard deviation is set to 𝜎 = √𝑘 [9] where k is the kernel 

parameter or the size of the neighborhood. The value of the 

kernel parameter k must not exceed 6. Employing GKF helps 

reduce areas with missing frames. The compensated motion 

transformation between frames i and j in a video sequence is 

determined using the following calculation: 

 

𝐶𝑡 = ∑ 𝑇𝑗
𝑖 ∗ 𝐺(𝑘)

𝑖𝜖𝑁𝑡

 (26) 

 

where, G(k) the GKF, is referred to by Matsushita et al. [9], 

and Nt, is a set of neighboring frames given as Nt=m: k-

n≤m≤k+n. The compensated motion frames 𝑓𝑡
′
 can be warped 

from the original frame ft by: 

 

𝑓𝑡
′(𝑥, 𝑦, 𝑡) = 𝐶𝑡 ∗ 𝑓𝑡(𝑥, 𝑦, 𝑡) (27) 

 

4.5 Edge completion 
 

Despite motion smoothing, some areas of missing frames 

persist due to cumulative errors and rotational effects. The 

proposed approach achieves seamless stitching of these 

missing frame regions by employing a simplified edge 

completion technique [12]. This method bears a slight 

resemblance to the edge completion approach described by 

Matsushita et al. [9]. It utilizes the surrounding present frames 

to fill in the areas where frames are missing: 

 

𝑓𝑘(𝑖, 𝑗) = 𝑚𝑒𝑑𝑖𝑎𝑛 [𝑓𝑁(𝑖, 𝑗)] (28a) 

 

𝑁 ∈  [(𝑘 − 𝑛 , . . , 𝑘 + 𝑛] (28b) 
 

where, k is the number of currents is frames, and n is the 

integer. The application of Gaussian motion compensation 

effectively reduces the areas that are missing, making it 

possible to use small values like 3 or 5 for n in Eq. (28) to 

successfully fill in these gaps. 
 
 

5. EXPERIMENTAL RESULTS 
 

The proposed VS method is developed using MATLAB 

software on a Core 2 Duo 2.4 GHz processor. Database is 

represented in Section 5.1. Then Section 5.2 compares the 

performances of the two commonly used blurriness indexes 

with the proposed method. De-blurring video before motion 

estimation improves the stabilization quality as explained in 

section 5.2.2. Outcomes of performance comparison of 

different temporal derivatives are given in section 5.3. Th 

results of motion smoothing and compensation are presented 

in the section 5.4, Two case studies are presented in the section 

5.5 and 5.6 respectively for large object motion (in 5.5) and 

for video resize attack (in 5.6). The process of edge completion 

produces fully stabilized video sequences that span the entire 

frame.  

The results are presented in mainly three stages. In the first 

part, the results of the modified blurriness index-based 

estimation and VS are considered. The second part compares 

the effectiveness of different motion smoothing techniques 

using quantitative analysis. Subsequently, the paper presents 

the step-by-step outcomes of the proposed VS approach, 

which includes edge completion. Overall, this research has 

advanced the creation of visually coherent full-frame videos 

from unprocessed input data. 
 

5.1 Input data 
 

Real-time video sequences with a resolution of 176 × 144 at 

15 fps are generated using Nokia (6303) cell phones and a 

Sony DCR SX45 digital camcorder fps (frames per second), 

and 720 × 576 at 25 fps respectively. The videos with the 

camcorder are resized the image was resized to 176 × 144 to 

decrease processing time, as shown in Figure 4. Effectiveness 

of the VS algorithm was evaluated using 32 real-time video 

samples, covering five categories of camera and object 

movements. Five distinct videos one for each category are 

used for the statistical evaluation in the paper as in Figure 4. 

Video considered for evaluation is taken from references as 

well as in real-time true captured videos with different motions 

of objects six different cases of motions are considered for the 

evaluation. Paper presented the results and study for blurriness 

index-based VS for different kinds of object motions using 

quantitative and qualitative evaluation.  
 

5.2 Performance comparison of blurriness indexes 
 

This section compares the suggested blurriness index with 

blurriness indexes used by the Shen ISSG method [38] and 

Manish BIG method [39] as in Figure 5. The fast object motion 

is considered and the videos are taken in real-time from the 

highway containing the incoming and outgoing object in 

frames. As experimentation, the blurriness index is calculated 

in the RGB domain for impact identification as shown in 

Figure 5. 
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Category 
Videos 

Moving Away Moving Towards 

Both the camera and 

the object both are 

moving with 

speed >= 10 m per 

sec  
Bike Video-2        Shaky-Car video 

 
Highway Video 1    Highway Video 2 

Both the camera and 

the object both are 

moving with speed 

< 2 m per sec 
 

Corridor video 2    Content 3D video 4 
 

Corridor video 2    Content 3D video 1 

Camera moving 

with speed < 2 m/s 

Object Stationary 

 
College video 2           CRO video 6 

 
Content 3D video 2     Corridor video 8 

Camera stationary 

Large Object is 

moving with 

speed > 10 m/s 
 

Highway Video 3      Highway Video 4 
 

Highway Video 5      Highway Video 6 

Camera stationary 

but object moving 

with speed < 2 m 

per sec 
  

Corridor video 5    Tough rider video 1 
   

Corridor video 9     Tough rider video 2 

 

Figure 4. Input video categories a) Highway Video 2, b) Highway Video 6, c) Tough rider Video 2, d) Content 3D video 4, e) 

Content 3D video 2 [7] 

 

Figure 5a) and b) show that the red color space has the least 

amount of influence and value of the blurriness index and is 

thus considered for further evaluation in this paper. The 

Blurriness index of the ISSG is very small, as it is the inverse 

of the sum of the square gradient measure. Thus, it is not 

possible to represent it with the other two blurriness indexes 

together, thus shown separately side by side. The results show 

that the blurriness index of Highway Video 2 has many 

fluctuations due to camera motion, as in Figure 5(a). But 

because the camera is stationary in the case of Highway Video 

6, there are fewer variations in the blurriness index, as is clear 

from Figure 5(b). The blurriness index of the ISSG method is 

relatively smoother. It can be observed that the amount of blur 

in the video depends on the kind of object and camera motions. 

The quantitative average value of the BI calculated as in 

Figure 5, is given in Table 1. It is clear thet the proposed 

modified BI (MBI) offers significant magnitude improvement 

over the other two BI and thus represents the motion better. 

When the object is moving toward the camera, the 

blurriness index is increased, and when the object moves away 

from the camera or leaves the scene, the blurriness index is 

decreased. The proposed method uses the 4-point central 

difference to calculate the blur index and hence represents the 

enhanced blur index. Thus, the object motion is much more 

clearly represented by the proposed method than by the 

previous two methods. The proposed VS method is also 

capable of identifying the stationary and blurry background 

objects better than the gradient method. 

The Blurriness index is individually calculated for R, G, and 

B, each color space, using the proposed method to observe the 

effect of blurring on tri-color space, as compared in Figure 6. 

Although the amount of blur is different in each color space, 

the nature of the blurriness index remains the same for each 

color space. Thus, any one of the color spaces can be used to 

calculate the blurriness index, and this will reduce the 

computation cost. 

It is clear from Figure 6 that the blur affects each color space 

separately. The blurriness index bi is only calculated for the 

red color space using the (15) by comparing it with the 

threshold Th. Only the frames having a blurriness index less 

than a threshold are deblurred. 
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(a) Blurriness index for video Highway Video 2 

 

 

  
(b) Blurriness index for video Highway Video 6 

 

Figure 5. Comparison of the blurriness index for Highway Videos with large object motion 

 

 

  
(a) Blurriness index for Highway Video 6 (b) Blurriness indexes for Highway Video 2 

  

Figure 6. Comparison of blurriness index for RGB try color space 
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5.2.1 Performance evaluation of de-blurring methods 

In this section performance of various de-blurring methods 

is compared based on MSE and peak signal-to-noise ratio 

(PSNR). 

The results of MSE and PSNR are shown in Figure 7 and 

Figure 8, respectively, for video deblurring for distinct 

Highway Videos in the scene. Highway Video 1 with multiple 

moving objects, with the fast object moving towards the 

camera, is considered for evaluation. 

The MSE is the performance measure used for evaluating 

the deblurring effectiveness and is defined as: 

 

𝑀𝑆𝐸 − (
1

𝑀𝑁
∑ ∑(𝑓1(𝑥, 𝑦) − 𝑓2(𝑥, 𝑦))

2
N

y=1

M

x=1

) (29) 

 

It can be concluded from Figures 7 and 8 that the MSE is 

minimum for the Wiener filter method compared to that of the 

regularized and blind methods. The box plot comparison for 

the MSE and the PSNR for deblurring methods is presented in 

Figure 8(b) and Figure 8(c), respectively. 

It can be observed from the parametric comparisons from 

Table 2 and Figure 8 that the proposed Wiener filter method 

offers a significant 60% improvement in PSNR and minimizes 

MSE performance, achieving as 0.1634 by the wiener filter 

and offering 21 times improvement over the regularized filter 

approach and 15 times improvement over blind deconvolution 

approach. Thus, in this paper, it is proposed to deblur the 

frames using a Wiener filter and then stabilized them. 

 

 

Table 1. Average BI value for the Highway Video 6 

 
Parameter  With BIG [38] With ISSG [39] Proposed MBI 

Blurriness Indexes 1.6723 1.5623 3.462 

 
Table 2. Average parametric comparison of deblurring 

methods for Highway Video 1 for 75 frames 
 

Parameters 
Regularized 

Filter 

Blind 

Convolution 

Wiener 

Filter 

Average 

MSE 
3.48234 2.5246 0.1634 

Average 

PSNR 
40.02456 36.2134 68.6234 

 

 
 

Figure 7. Comparison of MSE for various de-blurring 

methods for Highway Video 1  

  
(a) Comparison of PSNR for de blurring methods for Highway Video 

1 

(b) MSE improvement box plot 

 

 
(c) PSNR improvement box plot 

 

Figure 8. Comparison of PSNR for various deblurring methods for Highway Video 1 
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Table 3. Percentage of blurry frames with proposed mean and median blurriness threshold 

 

Category 
Video 

Name 

Number of  

Video 

Frames 

Object 

Size 
Mean Blur 

Index 
Median 

Blur Index 

Percentage of De-Blurred  

Frames with Median 

Index  

Percentage of De-Blurred  

Frames with Mean Index 

Category I 
Highway 

Video 2 
 150 Large 2.4008 2.462 49% 45% 

Category 

II 

Content 3D 

video 4 
 300 Small 2.3427 2.3278 49.5% 52.84% 

Category 

III 

Content 3D 

video 2 
 300 Small 3.3603 3.3566 49.5% 57.2% 

Category 

IV 

Highway 

Video 6 
 180 Large 3.7387 3.8 49.24% 32.66% 

Category 

V 

Tough 

Rider video 

2 

 300 Large 2.1346 2.0100 49.54% 55% 

 

5.2.2 Identifying blurry frames 

The characteristics of temporal derivatives are influenced 

by various factors in a video sequence, including the 

background scenery, the types of objects in motion, and the 

quantity of moving elements. As a result, the temporal 

derivatives calculated along the x and y axes differ for each 

distinct category of video footage. If the blurriness index is 

less than the threshold Th, then the corresponding frame is 

identified as a blurry frame. The threshold Th of the blurriness 

index is also different for each video. 

 

 
 

Figure 9. Performance comparison of the BI median and 

mean thresholds 

 

Thus, it is desired to set up a common criterion for choosing 

the threshold Th, which is independent of motion and video 

type. In the proposed method, the threshold Th is set to the 

mean value of the blurriness index bi. Because the mean index 

performs better with different categories of motions. Since the 

mean value is the best possible nearest value to the maximum 

frequency in the blurriness index histogram. The outcome and 

comparison of the blurriness index selection using mean and 

median thresholds are given on Table 3.  

It can be observed that the median blurriness index 

threshold (Th) is selected as it offers higher percentage of 

frames to be deblurred. The performance comparisons of the 

overall frames deblurred by two BI thresholds as the 

experiments are shown in Figure 9. It can be observed that the 

Mean value as a threshold may offer better performance.   

 

5.3 Stabilized video comparison with different temporal 

derivatives 

 

The effectiveness of VS system is contingent upon the 

accuracy of the motion estimation. The proposed method 

employs differential global motion estimation, which utilizes 

temporal derivatives. Consequently, the precision of motion 

estimation is directly influenced by the quality of temporal 

derivatives. To assess the performance of the proposed 

stabilization technique, the Inter Transformed Fidelity (ITF) 

was computed and compared using various temporal 

derivative methods. These include simple pixel differences, 

two-point central differences, 1D separable filter, and four-

point central differences, as outlined in the study by Rawat and 

Singhai [19]. The research provides an extension of the ITF 

comparison as referred by Rawat and Singhai [7]. The 

comparison of ITF for stabilized videos using various spatial-

temporal derivatives for our proposed VS method is presented 

in Table 4. Among all methods, two-point central derivatives 

yield the lowest ITF. For some videos, such as Corridor video 

5 and Highway Video 5, the simple pixel difference method 

results in an ITF lower than the original.  

Table 4 demonstrates that the proposed method is more 

effective when scene objects, particularly those in the 

background, are distant from the camera. 

This is evident in cases like Bike Video 2 and Shaky Car 

video. The suggested four-point central difference-based 

derivatives show superior performance in videos featuring 

large and rapid object motion, as seen in category four, and in 

scenes with multiple moving objects, such as Highway Video 

6 and Highway Video 2. However, the method's effectiveness 

is less pronounced when the camera is stationery and objects 

move slowly (speed < 2 m/s), as in category five, or when 

objects are in close proximity to the camera. While the 1D 

separable filter method produces a marginally better ITF, the 

proposed approach achieves comparable results. 

   

5.4 Result of motion smoothing and compensation 
 

In this section, the performance of various motion, and 

smoothing methods are compared based on estimated X and Y 

translations. Since blue space is having higher translation thus 

for the performance comparison translation is plotted for blue 

color space. 
 

5.4.1 Comparison of translation with various motion 

smoothing methods 

For comparison of smoothing performance, the estimated 

accumulated X and Y translations using our proposed 

hierarchical differential global motion estimation methods are 

smoothened by different smoothing methods in Figures 10-13. 

Highway Video 2 is shown in Figure 10 and Figure 11. The 

proposed adaptive IIR filter with α=0.96 is employed to refine 

the estimated X and Y translations. A Gaussian kernel filter 
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with β=0.8 is utilized for motion compensation. This approach 

effectively mitigates unwanted movements, resulting in video 

stabilization. 

 

Table 4. ITF comparison for videos [7] that have been stabilized using various temporal derivatives  
 

Category Video Name 

Inter-frame Transformation Fidelity (ITF) with 

For 

Original 

Video 

With Simple Pixel 

Difference 

Derivatives 

With Two-Point 

Central Difference 

Derivatives 

With 1D 

Separable Filter 

Derivatives 

With Four-Point 

Central Difference 

Derivatives 

Camera and the 

object are moving   

with speed >= 10 

m per sec 

Bike video2 24.335 26.0849 24.8447 26.3397 26.3625 

Shaky car  17.8641 18.9170 18.7351 19.4042 19.4955 

Highway Video 1 14.4538 15.2979 14.9124 15.2832 15.2886 

Highway Video 2 18.248 19.3922 18.7961 19.4664 19.4401 

Camera and the 

object are 

moving at speed 

< 2 m per sec  

Corridor video 2 19.441 20.6010 19.8795 20.6525 20.2357 

Content 3D video 4 20.0309 21.8754 20.7864 22.2513 22.4446 

Corridor video 3 25.5852 27.2563 26.2849 27.2807 27.3182 

Content 3D video 1 16.2031 16.9573 16.4117 17.6431 18.0605 

Camera moving at  

< 2 m per sec and 

object stationary 

College video 2 21.3671 22.9163 21.7235 23.2452 23.0745 

CRO video 6 23.1706 24.5036 22.7955 24.8527 24.6484 

Corridor video 8 20.6443 21.4517 21.0644 21.5291 21.5239 

Content 3D video 2 18.7910 20.1670 19.5477 20.0787 20.2585 

Camera stationary 

Large Object is 

moving with 

speed > 10 m/s 

Highway Video 3 33.1828 34.4618 32.4787 35.9676 36.0688 

Highway Video 4 30.1324 31.5641 31.1320 31.8283 31.8326 

Highway Video 5 43.4356 39.1720 40.7624 41.5970 43.5636 

Highway Video 6 20.6238 22.5872 21.3792   22.5510 22.6719 

Camera stationary 

Object is moving 

with speed < 2 m/s 

Corridor video 5 34.0159 33.6929 34.0353 35.3158 34.9858 

Tough Rider video 1 30.4865 31.0122 29.5536 32.1590 32.1164 

Corridor video 9 39.3615 36.2835 32.1169 40.8011 40.4933 

Tough Rider video 2 28.8044 30.2917 28.0155 30.8369 30.428 

 

 

 
 

Figure 10. Comparison of smoothing X and Y translation 

with various motion smoothing methods for Highway Video 

1   

  

 
 

Figure 11. Comparison of smoothing X and Y translation for 

various motion smoothing methods of Highway Video 2 
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Comparison of X and Y translation for Highway Video 1 

and effectiveness of the suggested approach is evaluated 

against a temporal mean filter [7] and 1IR filter [19]. Both the 

video used in Figures 10 and 11 belong to category one with 

the camera and object both are moving. The results indicate 

that the suggested FIR filter technique effectively smooth’s 

and stabilizes the motion. Uses of FIR filter almost eliminate 

the requirement of compensation stage. 

Figure 12 and Figure 13 respectively show the comparison 

of X and Y translation for CRO video 6 and Content 3D video 

4. These videos have stationary backgrounds or objects with 

the camera slowly moving forward. Thus most of the motion 

is in the X direction 

Quality of stabilization with the proposed FIR filter can be 

seen from the X translation in Figure 14 and Figure 15 show a 

comparison of X and Y translations for Highway Video 6 and 

Tough rider video 2. The IIR filter gives better smoothing thus 

estimating the jitters better.   

 

 
 

  

Figure 12. Comparison of smoothing X and Y translation with various motion smoothing methods for CRO 

video 6 
 

 
 

  

Figure 13. Comparison of smoothing X and Y translation with various motion smoothing methods for 

content 3D video 4 
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Figure 14. Comparison of smoothing X and Y translation for various motion smoothing methods of 

Highway Video 6 
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Figure 15. Comparison of smoothing X and Y translation with various motion smoothing methods for 

tough rider video 2 

 

5.4.2 Result of motion smoothing and compensation 

The performance of stabilized video using the proposed 

blurriness index is compared with the blur index used in some 

studies [38, 39], respectively. A first-order adaptive to 

stabilize the video, and an IIR filter is employed to smooth the 

estimated translations along the X and Y axes.  

 

 
 

(a) For Highway Video 2 

  

 

 

(b) For Highway Video 6 

  

Figure 16. Comparison of the smoothened X and Y translation for different blurriness indexes 
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Table 5. Comparison of ITF for stabilized videos with different blurriness indexes 
 

Category Video Name 

Inter-frame Transformation Fidelity (ITF) 

Original 

Video 

Blurriness Index of ISSG 

[7] 

Blurriness Index of BIG 

[8] 

Proposed 

Blurriness Index 

Category I Highway Video 2 18.1423 18.828 19..08 19.074 

Category II Content 3D video 4 16.076 18.112 17.4285 18.5886 

Category III Content 3D video 2 9.52547 9.5666 9.5667 10.2297 

Category 

IV 
Highway Video 6 10.1703 10.4506 10.8959 10.9917 

Category V Tough Rider video 2 14.3628 14.6558 14.6575 14.6566 

 

The results of smoothened X and Y translations of Highway 

Videos 2 and 6 are compared for various blurriness indexes 

and compensated translation after Gaussian Kernel filtering 

for the proposed method is also shown as in Figure 16. The 

proposed method gives better smoothened and stabilized 

translation results.  

To objectively assess the performance of various methods 

compared to the proposed approach, the Inter-frame 

Transformation Fidelity (ITF) [12] is computed. This metric 

measures the PSNR between consecutive frames. The ITF can 

be defined mathematically as: 

 

ITF =
1

Nframe − 1
∑ PSNRR(

Nframe− 1

j=1

fj, fj+1) (30) 

 

where, Nframe is the number of total frames in the videos, PSNR 

is defined as the PSNR calculated for each pair of frames as: 

 

PSNR = 10log (∑ ∑
𝑓𝑡(𝑥, 𝑦)2

(𝑓𝑡(𝑥, 𝑦) − 𝑓(𝑡−1(𝑥, 𝑦))
2

N

y=1

M

x=1

) (31) 

 

The comparison of ITF for videos stabilized under varying 

levels of blurriness is presented in Table 5. In the majority of 

scenarios, the suggested approach demonstrates superior 

performance. As the level of blurriness intensifies, the 

effectiveness of the proposed method also shows improvement.   
 

5.4.3 State of art comparison 

The T – test is performed to justify the performance 

comparison with stat of art methods in the paper as illustrated 

in the Figure 17. It is clear from the Figure that the ITF has 

significant improvement. It can be observed from the Figure 

that proposed MBI offers the 2.69% average ITF improvement 

over ISSG [39] based BI approach, while compared to BIG 

[40] approach, the proposed MBI offers the 11.9% ITF 

improvement on an average.  

Similarly of the ITF for VS with state of art temporal 

derivatives methods based on the T – test are compared as 

shown in the Figure 18. The temporal derivatives used by the 

Rawat and Singhai [7] have been compared with the proposed 

4 point central derivative method for VS.  

 

 
 

Figure 17. Result of the ITF for VS with state of art BI 

measures methods using T – test 

 

 
 

Figure 18. Result of the ITF for VS with state of art temporal derivatives methods based on the T – test 
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It is clearly observed from Figure 18 that proposed method 

offers 0.23% ITF improvement over Farid and Woodward [8] 

1D separable filters, while on 2 point derivative approach 

proposed method offers 7.02% average ITF improvement. 

Also improvement of 3.075% is observed on average over the 

simple pixel derivative based VS approach. 

During the next experiment the rest of the VS system is kept 

same as proposed approach but derivatives are modified with 

proposed FIR filter in place of IIR filter. The modified and 

simple edge completion method is adopted for the full frame 

video generation. The Qualitative results are presented for the 

different frame size the kind of fast object motion. 

 

5.5 Case studies under large object motion 

 

In this section for better observations, some specific cases 

of original and stabilized frames with the proposed method are 

compared for the frames with large objects or higher motion. 

It can be observed from the Figure 19 as above that generates 

full-frame stabilized frames with better depth and edge 

representations.  

 

 

(a) Five consecutive frames of Highway Video 1 from 34 to 38 

 

(b) Stabilized results of designed method with our proposed approach 

 

(c) Five consecutive frames of Highway Video 1 from 84 to 88 

 

(d) Stabilized results with our proposed method 

 

Figure 19. Results of proposed VS method comparison for stabilized Highway Video 1  

 
The stabilization quality can be compared for five 

consecutive frames 34-38 in Figure 19 (a) and (b). It can be 

seen that the object in the truck is better visible in stabilized 

video frame as shown in the red square. The quality of the 

stabilized rotation can be observed by the pillar in Figure 19 

(c) and Figure 19 (d). The Highway Video depicted in Figure 

19 contains large, rapidly moving objects throughout the scene. 

This leads to numerous frames susceptible to blurring effects. 

The proposed method has effectively addressed this issue by 

producing stable and visually appealing frames.  

 

5.6 Case study of resize attack on VS 
 

Figure 20(a) and (b) illustrate the X and Y translations for 

Highway Video 1 at two alternative frame sizes of [174×176] 

and [256×256], respectively. The translation is calculated for 

various frame sizes using our proposed video stabilization 

approach.  

The proposed "Compensated" approach produces the 

smoothest outcomes with the lowest total translation values. 

Figure points out better video processing quality and stability. 

A systematic result of the proposed VS method for the 
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distinct Highway Video 6 is shown in Figure 21. Each 25th 

frame of the input video sequence is shown in Figure 21(a). 

The large accumulation error after the estimation is present at 

the top of the frames, which generally increases with the 

number of video frames shown in Figure 21(b).  

The proposed motion smoothing technique effectively 

mitigates the accumulation error, resulting in a reduction of 

missing frame areas as illustrated in Figure 21(c). Finally, the 

edge completion method fills up the missing frame areas to 

generate full-frame stabilized video as in Figure 21(d). 

Similarly, Figure 22 shows the result of the proposed VS 

method for distinct Highway Video 1 from category I, with the 

fast-moving object. It can be observed from Figure 22 that if 

video frames are resized then X and Y translations are 

increased when the frame size is increased. Since resized 

frames have increased blur thus, the estimated motion is 

different for different resolutions.  

The video with rolling shutter effects is the sixth input 

category of the video. One common case of the rolling shutter 

video is used by Liu et al. [3]. 
 

   
(a) Smoothen X Translation for Highway Video 1 for [174×176] and [256×256] frame sizes 

 

    

(b) Smoothen Y Translation for Highway Video 1 for [174×176] and [256×256] frame sizes 

 

Figure 20. X and Y translations for the different frame sizes of Highway Video 1 
 

 
(a) Every 25th frame of the original video sequence 

 

 
(b) Estimated frames with large accumulation error 
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(c) Smoothen video frame sequence 

 

 
(d) Edge Completed full frame stabilized video sequences 

 

Figure 21. Stage-wise results of the proposed stabilization method for Highway Video 6 

 

 

 

 

 
 

Figure 22. Results of the suggested stabilizing technique, broken down per stage for Highway Video 6 top row: Every 25th frame 

of the original video sequence. Second row: estimated frames with large accumulation error. Third row: filtered video frame 

sequence. Last row: edge completed full frame stabilized video sequence 
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6. CHALLENGES AND OPEN ISSUES 

 

Guilluy et al. [43] have presented a comprehensive survey 

of video stabilization technologies. The primary goal of this 

contribution is to provide answers to such issues as well as a 

sufficiently integrative paradigm to offer a greater awareness 

of the advancement of this research field, which has significant 

academic and industrial significance. The main problems, 

practical issues, and mathematical core principles of VS 

algorithms are discussed in this work. VS is being 

revolutionized by AI and deep learning techniques can 

be investigated by researchers as a means of improving the 

analysis and compensation of intricate camera motions, 

particularly in difficult situations including rapid movements 

or obstacles.  

Recently, Zhao et al. [44] have presented the use of the 

iterative optimization algorithm to improve the efficiency of 

the VS systems for hand held devices for full frame video 

generation. The study of the roll and panning is also the open 

field of research. It is also point of interest in future to consider 

the depth of field for analysis. VS has been introduced by 

Souza et al. [45] with a succinct physical interpretation. 

 

 

7. CONCLUSIONS AND FUTURE SCOPES 

 

An effective VS algorithm method for videos taken with a 

handheld camera is suggested in the paper. The video 

sequence should be de-blurred first, and then the global motion 

parameters should be estimated. The use of 4-point temporal 

derivatives is proposed to create a new blurriness index. The 

proposed approach to identify the blurry video frame uses the 

mean blurriness index as a threshold. Differential motion 

estimation is utilized to estimate motion vectors, and an 

adaptive FIR filter is employed to smooth them. The frames 

are warped using bi-cubic interpolation at each pyramidal 

level, which increases the effectiveness of the direct technique. 

The suggested strategy results in better stabilized X and Y 

translation. 

The proposed method offers the best average ITF with 

blurriness index performance or average ITF of 13.65537 for 

original videos, and compared with average ITF of studies [7, 

8] and proposed respectively as 14.3226, 13.13715, 14.70812 

and proposed method offer the best. The improvement in ITF 

represents the contribution of research. The proposed method 

compares the performance of three de-blurring methods and it 

is clear the proposed method of Wiener filter offers the 

minimum MSE and maximum PSNR.   

Performance of state of art BI measures is compared. The 

suggested MBI delivers an average ITF improvement of 2.69 

percent over the ISSG [39] based BI technique, and an average 

ITF improvement of 11.9% over the BIG [40] approach.  

Compared to Farid and Woodward [8] 1D separable filters, 

the suggested method provides an ITF improvement of 0.23%, 

however on a two-point derivative approach, the proposed 

method provides an average ITF improvement of 7.02%. 

Additionally, an average improvement of 3.075 percent is 

noted over the basic VS technique based on pixel derivatives. 

The experiment maintains the recommended technique for the 

remainder of the VS system, but modifies the derivatives for 

motion estimation.   

The proposed method offers four point central derivatives 

and the performance is compared with four existing 

derivatives for motion estimation sage. It is concluded that the 

average ITF evaluated for stabilized video with different 

derivatives is significantly improves from original of 25.00885 

to 26.51557 after VS. The four motion smoothing methods are 

compared and the X and Y translation are plotted and it is 

concluded that proposed FIR filter offers the significant 

stabilization quality and almost eliminate requirement of 

motion compensation or Gaussian filter.  

Despite the fact that the proposed stabilization method 

performs better in most circumstances and provides better 

objective evolution. But due to estimating and smoothing in 

tri-color space, the stabilized results are slightly blurry. A 

Wiener filter is used for video frame de-blurring, which 

performs better in most cases. However, in the case of a highly 

noisy environment, the performance of the Wiener filter 

degrades. Thus, the use of a more sophisticated and efficient 

video de-blurring method in future can improve the 

performance of the stabilized videos.  

 

7.1 Future scope and potential improvements 

 

In future to de-blurring videos, researchers may make use 

of deep learning techniques. Some of the application can be 

considered in the future for performance such as video object 

tracking or recognition. It is proposed to improve the 

performance under the fast jittery moving objects motion 

considering the heavy motions in video to be stabilized in 

future. As an improvement in the proposed work can be 

modelled using the projectile transform in the future. As an 

additional experiment the VS can be tested under certain 

causes of blur, such as camera shake. Or roll. Integrating the 

VS system with applications like object tracking and 

surveillance is an open field of research. 
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