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The Multimodal Biometric System (MBS) is widely utilized in security due to its superior 

performance compared to Unimodal Biometric Systems (UBSs). However, developing an 

MBS with high accuracy and acceptable complexity is still of prime interest. This paper 

proposes an innovative MBS based on advanced feature extraction and selection methods to 

improve face-iris recognition. The proposed method introduces three algorithms for Local 

Feature Extraction (LFE) of both faces and irises, effectively capturing detailed image 

characteristics. These extracted local features are fused in a unified matrix to provide a better 

description of modalities. In addition, the concatenated data undergoes dimensionality 

reduction by using a binary bat algorithm (BBA) intended for selecting the most significant 

features required for iris-face recognition. This contributes to improving the recognition 

accuracy and computational efficiency. The BBA is adopted due to its robust global 

optimization capabilities and adaptive exploration-exploitation balance. For classification at 

the score level, the extreme learning machine (ELM) is suggested, which demonstrates 

superior performance over the support vector machine (SVM) and genetic algorithm (GA). 

The system's robustness is validated using the CASIA Iris distance database, containing 

high-resolution images of both left and right eyes. The experimental results show significant 

improvements over (UBSs), underscoring the effectiveness of the designed MBS. 
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1. INTRODUCTION

Biometric systems (MBs) have been adopted in multiple 

real-world applications to ensure people’s security. 

Multimodal BS (MBSs), which handle multiple biometric 

traits, have attracted much research attention compared to 

unimodal BSs (UBSs), due to their capability to improve the 

accuracy and reliability of recognition systems [1-3]. 

Customizing MBSs uses either physical characteristics such as 

face, iris, and fingerprint modality, or behavioral 

characteristics like signature or footstep. For example, the 

combination of the face and iris traits, which are popular and 

complement each other, is an effective solution that has been 

widely applied to enhance persons’ identification [4, 5]. 

However, the tradeoff between system complexity and 

accuracy is still an issue that should be dealt with. In this 

regard, the development of an MBS that ensures high face-iris 

recognition accuracy and acceptable complexity is still 

challenging in real-world applications. 

Extensive research has been made for creating MBSs that 

can offer high recognition accuracy and simplicity of 

implementation in real-world applications. Advancing feature 

extraction, feature fusion, and selection was one of the main 

research focuses for reaching adequate performance. In MBSs, 

feature extraction plays a critical role, as it involves 

identifying and capturing the most relevant features of each 

biometric modality. Indeed, effective feature extraction 

ensures that information from all modalities is utilized 

optimally. Feature extraction often includes; principal 

component analysis (PCA) [6], linear discriminant analysis 

(LDA) [7], local binary pattern (LBP) [8], Zernike moment 

(ZM) [9], LOG Gabor filter (LGF) [10], and multilinear PCA 

(M-PCA) [11], convolutional neural networks (CNNs) [12], 

etc. The combination of two algorithms is an effective solution 

that is adopted for the effective extraction of the local features. 

For instance, a combination of ZM and LGF is proposed for 

feature extraction in the study by Bouzouina and Hamami [13]. 

This method has contributed to significantly increasing the 

recognition rate. On the other hand, the fusion of the extracted 

features is essential to combine information from multiple 

biometric modalities. In multimodal face-iris recognition 

systems, some methods establish fusing the face and one eye 

iris [14-16]. Unfortunately, in such a fusion method, if one of 

the biometric modalities is unavailable, then the recognition 

accuracy decreases [17]. Thus, the fusion of the face and both 

left and right irises is proposed to improve recognition 

accuracy [17-19]. However, the feature fusion of the face and 

both left and right irises results in over-dimensionality and 

causes the redundancy of data. To this end, feature selection 

methods are suggested not only to remove the redundancy of 

data but also to keep just the data that improves the recognition 

rate. Special efforts have been made by attempting to select 

the best features from the original data to get the best result 

following an objective function. For example, the genetic 
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algorithm (GA) proposed by Bouzouina and Hamami [13], is 

defined by chromosome encoding and fitness function, for 

binary selection ’1’ is affected by the feature selected, and ‘0’ 

is affected by the feature rejected of the chromosome 

evaluation. In addition, the PSO method has been widely used 

in feature selection [6, 20, 21]. This method is initialized with 

a population of a random solutions and aims to find the best 

position and velocity giving the best fitness. However, the 

major drawback of these methods is the possibility of failure 

in achieving the global optimum. To this end, advanced 

metaheuristic optimization algorithms are adopted. Following 

the approach of Sharifi and Eskandari [22], we employ a 

backtracking search algorithm (BSA) to optimize the feature 

set of the face and left/right iris. In addition, a modified chaotic 

binary PSO (MCBPSO) algorithm is proposed to select 

features within the face-iris multimodal biometric 

identification system [23]. However, the created MBSs still 

suffer from losing some feature information during feature 

fusion. This may lead to a decrease in the face-iris recognition 

rate. 

All in all, this literature reveals that the advancement in 

feature extraction, fusion, and selection is essential for 

improving the performance of multimodal face-iris 

identification systems. More particularly, it highlights that the 

combination of multiple algorithms to extract features from 

different modalities and the fusion of the face and both left and 

right iris features are essential to improve the system 

recognition performance. Furthermore, the adoption of a 

proficient optimization algorithm for feature selection is vital 

to decrease system complexity and enhance recognition 

accuracy. 

In this regard, an innovative MBS considering face and both 

irises modalities and advancement in feature extraction, fusion, 

and selection is proposed in this paper. It is developed to 

improve the accuracy of the face and iris recognition with 

acceptable complexity. The main contributions made in this 

paper are: 

Considering three modalities, face, iris left, and iris right to 

ensure that all traits are involved. The detection of the right 

eye and left eye from the face is achieved using a trained 

cascade object detector (TCOD); 

Proposing local feature extraction (LFE) based on three 

algorithms, LOG Gabor Filer (LGF), ZM, and LBP, and 

concatenation of the extracted features of the face and both 

irises in a unified matrix; 

Adopting a bat binary optimization algorithm (BBOA) for 

feature selection. The BBAO is used to select the data sets that 

train the extreme machine learning (ELM)-based feature 

classification until achieving the best recognition rate; 

Validating the effectiveness of the suggested techniques-

based MBS over UBS through experimental tests. 

The remainder of the paper is structured as follows; Section 

2 presents the description of the designed MBS. Section 3 

describes the proposed feature extraction and feature selection 

based on BBA. The BBA and ELM algorithms are also 

discussed in this section. Section 4 presents the experimental 

results and Section 5 provides the main conclusions. 

 

 

2. PROPOSED MBS FOR IRIS-FACE RECOGNITION 

 

Figure 1 depicts the structure of the designed MBS, 

including the proposed LFE-selection technique intended for 

face and both irises traits. It is well known that the face 

represents a common way to recognize people referring to its 

good ratio between accuracy and cost. In this light, the first 

step in the designed system, as Figure 1 shows, is uploading 

the full-face image. Second, a train-cascaded object detector 

(TCOD) is used to extract the face, left eye, and right eye 

images from the captured image, as Figure 2 shows. In such a 

technique, the modality of the iris is chosen according to the 

accuracy that it gives, and its features are not changed over 

time. In the third step, an effective LFE is adopted to improve 

system performance. Three algorithms, LOG Gabor filter 

(LGF), ZM, and local binary pattern (LBP), are introduced for 

the LFE of both irises and face modalities. These algorithms 

can offer a good characterization of the image. In addition, the 

concatenation of the data is curtailed to reduce the 

characteristic space. This is achieved by using a binary bat 

algorithm (BBA) for feature selection. The BBA is the binary 

version of the BA, a heuristic algorithm quoted from the 

echolocation behavior of bats, and is adopted, as the 

optimization problem is binary.  
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Figure 1. Proposed iris-face multimodal recognition system 
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Figure 2. Right and left eye extraction using TCOD [25]
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The BBA algorithm is chosen because it can automatically 

shift from the exploration stage to the exploitation stage, 

providing a good result in global optimization. Further, it can 

provide better results compared to PSO and GA [24]. At the 

final stage, the ELM is considered for feature classification, 

while the robustness of the designed MBS is tested considering 

the CASIA iris distance database. 

The proposed LFE based on the three algorithms and feature 

selection optimization process based on the BBA are described 

in detail in the subsequent section. 

 

 

3. PROPOSED FEATURE EXTRACTION AND 

SELECTION METHODS 

 

In this section, the proposed LFE based on LGF, ZM, and 

LBP is presented. In addition, the adopted feature selection 

based on BBA considering the ELM classifier model training 

is described. These two proposed techniques are highlighted 

in Figure 3. 

 

3.1 Iris-face LFE 

 

The proposed structure for LFE is shown in Figure 3. At this 

level, for a given image A, a block window with a size of (p×q) 

is, first, predetermined. Then, by sliding a window along the 

image from left to right, and from top to bottom, Ci blocks of 

the image are achieved. Considering our case, Cif, Cil, and Cir, 

characteristics’ blocks for the face, left eye, and right eye 

images, are determined. Next, each modality characteristics 

are handled by three local feature extractors (LFE) based on 

LGF, ZM, and LBP algorithms. Each LFE provides a feature 

matrix corresponding to the used algorithm of one block image. 

The feature fusion results in a unified matrix, Mi, which 

includes the features of the three transformations, i.e., LGF, 

ZM, and LBP, of the left and right iris and face. This matrix 

can be expressed as follows: 

 ,  ,  i i i iM G Z L=
 

(1) 

 

where, Gi=[Gif, Gil, Gir], Zi=[Zif, Zil, Zir], and Li =[Lif, Lil, Lir] 

are, respectively, the feature matrices of the LGF, ZM, and 

LBP of one block image. More precisely, Gi, Zi, and Li 

correspond to an LGF, ZM, and LBP vector of the ith block 

image. Notice that a dynamic block-based algorithm is 

considered for extracting local characteristics. In addition, the 

three algorithms are adopted each for its specific performance. 

LOG Gabor 1D Filter (LGF): The LGF filter is adopted for 

feature extraction due to its direction and frequency selectivity 

[6]. For each block, just one sale and one direction are used to 

avoid redundancy. In addition, it offers robustness against 

noise by focusing on relevant frequencies, which contribute to 

maintaining accurate feature extraction. Figure 4(a) illustrates 

face traits extracted using LGF. 

ZM: The magnitude of ZMs is a descriptor invariant to the 

image rotation. The localized ZMs features are computed 

based on the image blocks extracted from the normalized 

images with n-order and m-repetition, when the best couple is 

found by drawing the curve recognition accuracy =f (n, m), 

with m=n=5. The ZM is chosen as it is a powerful tool that can 

extract the relevant features effectively and ensures high 

robustness to small distortions and noise. Figure 4(b) portrays 

an example of face traits extracted using ZM. 

Local Binary Pattern (LBP): LBP is an efficient feature 

extractor due to its invariance against the image’s light non-

uniformity or when the light changes [26]. 

On the other hand, it is worth mentioning that the reason for 

collecting all features in one single image is to make the 

selection of features and the training of ELM easy, so every 

row represents one person. However, the collected data may 

include undesirable feature redundancy, thus, a BBA 

algorithm is introduced to select the most significant features, 

hence, enhancing the MBS system performance in terms of 

dimensionality reduction and recognition accuracy. 
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Figure 3. Proposed feature extraction, fusion, and selection 
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(a) Log Filter Gabor (b) ZM 

 

Figure 4. LFG and ZM transformation images 

 

3.2 BBA-based feature selection 

 

The structure of the BBA optimization process-based 

feature selection is depicted in Figure 3. As seen, the BBA is 

introduced to select precisely the most significant feature 

through training the ELM while considering the classification 

accuracy as a fitness function. Particularly, in our case, the 

BBA retains the training and testing subsets of the most 

significant features, M’, that minimize the equal error rate 

(ERR). The adopted BBA-based feature selection allows for 

overfitting reduction of the dataset and system accuracy 

improvement through the elimination of noise in the database. 

In addition, as it is used to train the ELM classifier, the ELM 

will benefit from reducing the training time. 

The following subsections describe in detail the BBA and 

the ELM algorithms and provide the pseudo-code of the BBA-

based optimization process. 

 

3.2.1 BBA 

The flowchart of the BBA algorithm, the binary version of 

the bat algorithm (BA), is illustrated in Figure 5. The first step 

consists of the initialization of the parameters and conditions 

including the initial position xi, initial velocity vi, and initial 

frequency f. The movement of the bat is determined by 

updating its position and the velocity. The recurrent equation 

of the bat movement is updated as follows [27]: 

 

( ) ( ) ( )( )1i i i i iv t v t f x t xb+ = + −
 

(2) 

 

( ) ( ) ( )1 1i i ix t x t v t+ = + +
 

(3) 

 

( )min max minif f f f = + −
 

(4) 

 

where, xbi is the best position at the ith iteration, and β is a 

random number between [0, 1], fmin and fmax are the lower and 

upper-frequency bounds, and β is a random number between 

[0, 1]. 

To improve the exploitability of the solution, random 

movement is considered as follows: 

 

new oldx x A= +
 (5) 

 

where, ε is a uniform random number in the range of [-1, 1], 

and A denotes the emitted sound loudness. This loudness, A, 

and pulse emission rate, r, can be updated using: 

 

( ) ( )1iA t A t+ =
 

(6) 

 

( ) ( )1 0 1 e t

i ir t r − + = −   
(7) 

with α and λ are constants. 

In binary space, the position of the particles should be 

updated by switching between ‘0’ and ‘1’ with the probability 

of velocity. Therefore, a sigmoid function, S(vi(t)), is 

employed in this paper, to move in binary space. 

 

( )( ) ( )

1

1 e i
i v t

S v t =
+  

(8) 

 

Accordingly, the position of the particles yields: 

 

( )

( )

1    if  > rand 

0    if  < rand

i

i

i

S v
x

S v


= 
  

(9) 

 

In this regard, the BBA bats’ positions are randomly chosen 

with binary values based on Eq. (9), which corresponds to 

whether the position is selected or not for building a new data 

set. After that, Eqs. (2)-(4) are used for new training and 

evaluation of the data set, and then the loudness Ai and the rate 

of pulse emission ri are updated, based on Eqs. (6) and (7) if a 

new solution is accepted. 

 

3.2.2 ELM algorithm 

The ELM algorithm is based on a neural network (NN) with 

a single hidden layer and high learning speed [28]. The ELM 

compared to NN, benefits from an enhancement of the speed 

of data classification and regression, while the weight of the 

input hidden layer is randomly defined. 

Considering {𝑥𝑖 , 𝑦𝑖}𝑁  ELM input and output, thus, for an 

array of n and m elements, yields: 

 

   

( )

1 2 1 2

1

,  , , ;   ,  , , 

  

T T

i i i im i i i im

m

i i i i ii

X x x x y y y y

y f w x b
=

= =

= +  

(10) 

 

where, the wi are the input node weights, and bi are the biases 

of the ith node. The matrix form of the single-layer feedforward 

NN is written as follows: 

 
Y F=

 (11) 

 

where, F is the activation function, which is defined as: 

 

( )
( )

( )
( )

1 1 1 1

1 1

m m

m m N m

f w x b f w x b
F

f w x b f w x b

 + + 
=  

+ +   

(12) 

 

with 

 

   1 2 1 2, , , ;   , , ,
T T

i m i Ny y y y   = =
 

(13) 

 

To train the ELM the weights and biases, β and bi, are 

randomly chosen, and then the input weights are calculated 

using Eq. (14), below. 

 

( ) ( )
1 1

;T T T T

tw f f f f f f f
− −

+= =  (14) 

 

where, f+ denotes the Moor-Penrose pseudo-inverse of the 

matrix f. 

On the other hand, the sigmoid function chosen as the 

activation function is defined as follows: 
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( )
( )

1
, ,

1
wx b

S w b x
e

− +
=

+  
(15) 

 

3.2.3 Pseudo-code of BBA-based ELM training 

 

Algorithm 1: BBA-based ELM training Pseudo-code [13] 

For each bat bi =1: m 

           For each feature j=1: n 

           𝑥𝑖
𝑗
=Random [0, 1]; 

           𝑣𝑖
𝑗
=0; 

           𝐴𝑖=0; 

           𝑟𝑖=0; 

           end For 

  For each iteration t=1: N 

       For each bat i=1: m 

            For k=1: 9 

Divided M into k folds with an equal number 

of persons; 

Create M’ such that it contains only features 

𝑥𝑖
𝑗
; 

Train classifier over M (k=1: k-1); 

Evaluate over M10; 

                     end For 

            if (rand <Ai and Fit <EERi) 

                Fiti =EERi ; 

                Ai =αi Ai ; 

                ri=ri-0 [1−𝑒𝑥𝑝(−𝛾𝑡)]; 

                end For 

       Global Fit=min (EERi); 

       For each bat i=1: m 

             β=Random [0, 1]; 

             if (rand>ri) do 

                For j=1: n 

                     𝑥𝑖
𝑗
=𝑥𝑖

𝑗
+ε �̅�;                     

                     𝜎=Random [0, 1]; 

                     if (𝜎<
1

1+𝑒
𝑥𝑗

𝑖 )  

                            𝑥𝑖
𝑗

= 1; else 𝑥𝑖
𝑗

= 0; 

                         end For 

             if (rand <Ai and Fit <EERi) do 

                For each feature j =1: n; 

                     �̂� = 𝑥𝑚𝑖𝑛𝐸𝐸𝑅(𝑖)
𝑗

 ; 

                     𝑓𝑖=𝑓min+(𝑓max−𝑓min) 

                     𝑣𝑖
𝑗

= 𝑣𝑖
𝑗

+ (�̂�– 𝑥𝑖
𝑗
)𝑓𝑖 

                     𝜎=Random [0, 1] 

                         if (𝜎<
1

1+𝑒
𝑥𝑗

𝑖 ) t 

                          𝑥𝑖
𝑗

= 1; else 𝑥𝑖
𝑗

= 0; 
                         end For 

                end For 

           end For 

   

For each feature 𝑗=1: n 

      Mj=�̂�j 

      Return M 

           end For 

 

Algorithm 1 presents the pseudo-code of the BBA-based 

optimization process used to train the ELM classifier. First, the 

bats’ population is initialized randomly with a binary value, 

which means the feature is selected or not. Then, we train and 

evaluate the bat to update the fitness value, the loudness Ai, 

and the rate of pulse emission ri. The global Fit function 

returns the minimum fitness function found during the training 

of the m population of the bats for each iteration t. Afterward, 

the positions of the bats are updated via the new loudness, 

while the loudness decreases until the bat finds its prey. The 

bats’ positions will also will be updated using the velocity and 

the frequency, finally, the new features matrix, M’, is 

generated with a selection of best features. The input data are; 

M1, M2,…, M9 training subset, M10 validation subset, M11 

evolution subset. The output is the M’ data subset, which gives 

maximum accuracy. Note that N and T denote the number of 

features and iterations, and r, ɛ, α, and 𝜎 are the pulse emission 

parameters. 

To train the ELM algorithm, we initialize the network and 

fix the parameters, the size of the input layer vector dimension, 

which is the dimension of the output of the BBA optimized 

matrix, M’, transformed to a vector. The number of hidden 

neurons chosen is 5,000 neurons, and the weights and biases 

of the input are randomly initialized. Furthermore, the sigmoid 

function given by Eq. (15) is used as an activation function. 

 

Start BBA

BBA initialization: N = 200, α = 0.8, λ = 0.5, v (0) = 0,  

x (0) = 0, f  (0)= 0

 i = 1

Calculate the transfer function

Update v(t), x(t) and f using Eqs. (2), (3), and (4)

r < rand 

Select the global best solution of xb

t < T

 xi (t) =  xi (t-1)

 vi (t) = vi (t-1)

fi (t) = fi (t-1)

End BBA

Compute  xnew using Eq. (5)

 xi (t) =  xnex 

 ri (t) = ri(t-1) 

 = ri(0)[1- exp(-λt)]
 i = N

 
 

Figure 5. Flowchart of the BBA 

 

 

4. EXPERIMENTAL RESULTS 
 

The performance of the designed MBS based on the 

proposed feature extraction-selection technique is evaluated in 

this section. Experiments are carried out based on the 

multimodal CASIA-Iris-Distance database. This database 

contains 2576 images with a resolution of 2352×1728 pixels. 

The irises are captured over a 3-meter distance with a high-

resolution camera. It is important to note that the famous 

algorithm 10-fold cross-validation is considered for the 

validation. This is to say that the process of one fold is used 

for the test and nine folds are used for training the data. The 

process is repeated 10 times for each iteration and then the 

results are combined.
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4.1 Feature extraction performance assessment 

 

In this subsection, the effectiveness of the proposed feature 

extraction technique considering local feature combinations is 

assessed in comparison with the ones with a single algorithm. 

Note that the block window size of the image is chosen 

according to Figure 6. The results of the transformations are 

presented in Figure 6. This figure shows the EER in terms of 

order and repetition (p, q). The test is realized by varying the 

couple p, q, and drawing the curve EER (p, q). Then, we have 

to initiate the quantification part. The extraction of the left and 

right eye images, from the face, is carried out using the Viola-

Jones algorithm implemented in the TCOD toolbox of 

MATLAB. Notice that this system detects the eyes by tracking 

a filter over the face, and then, it uses a cascade classifier to 

detect whether the window corresponds to an eye or not. In 

this process, the size of the window chosen is 320*280 pixels 

in accordance with the CASIA V3 database eyes dimensions. 

Figure 7 depicts the receiver operating characteristic (ROC) 

curve obtained based on the adopted method. From this figure, 

the verification rate at 0.01 is about 77.3%. Table 1 

summarizes the numerical results of the adopted local feature 

combination compared to those of the LGF, ZM, and LBP 

algorithms. Note that this table presents the EER, false 

acceptance rate (FAR), and genuine acceptance rate (GAR) as 

evaluation metrics. The findings showcase that the adopted 

method-based BMS ensures a significant reduction of the EER 

and FAR, with 0.68% and 1.35%, and the highest GAR of 

about 77.3%, compared to the ones based on only LGF, ZM, 

and LBP algorithms. Therefore, it can be concluded that it’s 

judicious to fuse the feature extracted using the three 

algorithms in a unified matrix to get the benefit of each 

algorithm. 

 

4.2 Feature selection performance assessment 

 

In this subsection, the performance of the BBA optimizer-

based feature selection is compared to the one based on GA. 

In addition, a comparative study investigating the performance 

of the proposed MBS considering BBA-based ELM classifier 

training, a BBA-based SVM training system, and a UMS 

based on BBA optimizer. 

Figure 8 depicts the ROC curve obtained by the BBA-based 

feature selection. Meanwhile, Table 2 reports the numerical 

results of the BBA and GA-based feature selection. The results 

show that the BBA provides better accuracy, with a GRA of 

about 86.1% at 0.01% compared to the GA algorithm's 80.1%. 

In addition, the BBA ensures a FAR of 1.35% less than the 

GA's 1.6%, while the two algorithms give almost an equal 

EER. 

Figure 9 portrays the ROC curves achieved by using the 

BBA-based ELM algorithms and SVM algorithm. From this 

figure, it can be observed that the ELM-based MBS provides 

better accuracy than the SVM. On the other hand, the 

numerical results are summarized in Table 3. It compares the 

performance of the UBS, and MBS based on SVM and ELM 

considering the EER, FAR, and GAR metrics. This table 

demonstrates that the ELM provides the lowest EER and FAR, 

0.6% and 0.9%, and the best GAR, 91.6%, compared to the 

SVM and the UBS. Further, the SVM is better in GAR, 88.2%, 

compared to the UBS, 85.2%, but the UBS offers a higher EER, 

with 0.62%, than the SVM-based MBS, 0.65. In Figure 10, the 

ROC of the feature combination and optimization is presented. 

It highlights that the adopted methods achieve ROC 

enhancement. Moreover, the performed experiments show that 

the ELM consumes less time than SVM due to the fast learning 

feature of the ELM. This is noticed for each algorithm of 

classification at matching score level. 

Overall, the results show that the ELM method is better than 

SVM due to its high capability of data regression and high 

learning speed. 

Figure 11 displays the ZM selection corresponding to the 

favourable results. 
 

Table 1. LFE results 
 

Metrics Feature 

Extraction Method 
EER (%) FAR (%) GAR (%) 

LGF 1.0 2.55 75.1 

ZM 0.88 2.66 76.4 

LBP 0.77 2.6 76.7 

Three algorithms-based 

LFE 
0.68 1.35 77.3 

 

Table 2. Optimization results 
 

Metrics Feature  

Selection Method 
EER (%) FAR (%) GAR (%) 

GA 0.66 1.6 80.2 

BBA 0.68 1.35 86.1 

 

 
 

Figure 6. EER of the proposed method 

 

 
 

Figure 7. ROC of the proposed method for LFE
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Figure 8. Performance of the BBA-based feature selection 

 

 
 

Figure 9. Performance of the BBA-based ELM and SVM 

algorithms 

 

 
 

Figure 10. ROC curve for combination and optimized 

features 

 

 
 

Figure 11. Performance of the BBA-based ELM and SVM 

algorithms 

Table 3. Classification results 

 

Metrics Method 
EER 

(%) 

FAR 

(%) 

GAR 

(%) 

UBS based on BBA optimizer 0.62 1.1 85.2 

BBA-based VSM classifier training 0.65 1.2 88.2 

Proposed method (BBA-based ELM 

classifier training) 
0.6 0.9 91.6 

 

 

5. CONCLUSIONS 

 

In this paper, an innovative MBS is proposed for face-iris 

recognition. This system, first, considers the adoption of the 

face and both right and left iris features for enhancing the 

recognition rate. Second, it adopts three algorithms, LGF, ZM, 

and LBP for LFE. All the extracted features are fused in a 

unified matrix to give a better description of modalities. Third, 

a BBA is involved in feature selection optimization by 

removing the redundancy due to the concatenation of LFE data. 

The optimized subsets are achieved through the training of the 

ELM classifier, which offers high learning speed. The 

experimental results reveal that the suggested LFE provides 

better performance, with EER of 0.65%, FAR of 1.35%, and 

GAR of 77.3%. In addition, by applying the BBA, an 

enhancement of the GAR from 80.2%, of the GA, to 86.1%, 

of the BBA, is achieved. Furthermore, they demonstrate that 

the proposed method, including BBA-based ELM training, 

offers high recognition performance and improves the 

system’s accuracy, an EER, and GAR of about 0.6% and 

91.6%, respectively, compared to the BBA-based SVM 

training method, with 0.65% EER and 88.2% GAR. Besides, 

they highlight the superiority of the MBS compared to the 

UBS. In future work, the use of the CNN will be considered in 

the proposed MBS. 
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