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Violence against women and the possibility of its occurrence among children is a very 

serious issue that negatively impacts the physical, psychological, and emotional aspects 

of the victims and those around them. Various efforts have been made to reduce violence 

against women and children; however, in reality, such violence still occurs significantly 

in many countries due to emotions and turmoil within human relationships. It is necessary 

to propose prediction methods so that violence can be reduced through early observation 

and intervention against violence experienced by women. machine learning, as one of the 

Artificial Intelligence algorithms, offers a solution to identify and predict the risk of 

violence. This study aims to explore the use of several Ensemble Learning models, such 

as LightGBM, XGBoost, CatBoost, and AutoEnsemble, which are expected to improve 

prediction accuracy and stability. This study uses a dataset consisting of 348 samples with 

5 selected features that represent indicators relevant to the risk of violence against women. 

The test results show that XGBoost and CatBoost achieved the highest accuracy, 

approximately 73%, with a precision of 76%, recall of 65%, and F1-Score of 70%. TabNet 

demonstrated similar performance with an accuracy of 73%, but with a higher recall of 

70%. Meanwhile, LightGBM showed slightly lower performance with 68% accuracy and 

an F1-Score of 64%. AutoEnsemble produced stable results with 73% accuracy, 76% 

precision, 65% recall, and 70% F1-Score. However, the practical limitation of this study 

lies in the relatively small dataset size, which may affect the model’s generalization ability 

when applied to larger or more diverse features. The findings of this study indicate that 

Ensemble Learning models can provide accurate and effective results in predicting 

violence against women. It is hoped that this research can contribute to more proactive 

and accurate efforts to prevent violence against women in the future. 
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1. INTRODUCTION

Violence against women is one of the biggest problems in 

the world that has a serious impact that not only occurs to each 

individual, but can also affect society at large and have a 

negative impact on a community [1]. Violence against women 

can occur in various forms ranging from physical violence, 

sexual violence, emotional violence, and even more so 

economic violence that has an impact on economic conditions 

that often occur in everyday life [2]. Several efforts to prevent 

violence against women have been made to reduce the 

consequences and impacts, but what has been done so far is 

still far from ideal expectations. Global research data shows 

that almost a third of women in the world experience physical 

violence or sexual violence including from their partners, 

whether bound or not bound by marriage [3]. Violence does 

not only occur in physical form, but can include sexual 

harassment, bullying, and gender discrimination [4]. In 

addition, other causes are very complex and closely related to 

power inequality, abuse of power and wealth, and cultural 

norms that support male dominance in family life [5].  

Furthermore, early prediction of violence against women is 

important in overcoming and preventing the impact and 

consequences of violence which are increasingly evident 

considering that its impact is not only felt by women, but also 

experienced by families and communities. Efforts to reduce 

violence against women can involve a holistic approach that 

includes education, legal implementation policies, and moral 

support for female victims [6]. One of the biggest challenges 

in overcoming violence against women is the inability to 

detect early signs of violence or patterns from when the 

approach is made by women or when dating activities are 

carried out before further relationships towards marriage.  

However, on the other hand, there are also many incidents 

of violence against women that are not reported by families or 

authorities. This is certainly due to the living conditions and 
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fear experienced by victims and families and of course makes 

the impact of violence worse [7]. For this problem, we can 

apply machine learning (ML) (or Artificial Intelligence 

algorithms) to run predictions of possible violent activities 

against women. The use of this prediction algorithm makes it 

possible to analyze data such as reports of violence against 

women, the behavior of victims or perpetrators of violence, 

and socio-economic factors that influence the occurrence of 

violent activities against women. The use of predictive 

algorithms can help to accelerate the response to potential 

violence and provide a greater opportunity to help prevent 

violence against women before they occur. 

Several previous studies have shown that ML can be used 

to predict violence in various contexts, such as violence-prone 

environments [8], patients with schizophrenia spectrum 

disorders who show aggressive behavior [9], violent behavior 

in schizophrenia patients [10], violent behavior towards health 

workers [11], and violence against women in Africa [12]. 

However, although ML models are very useful and can 

provide very good results, they have weaknesses, one of which 

is overfitting or bias [13-16]. Therefore, an Ensemble 

Learning (EL) method is needed, one of the functions of which 

is to combine the results of several models to produce more 

accurate, more stable predictions and compare which is better 

than a single model [17, 18]. 

Overall, previous studies have shown that EL improves the 

ability of predictive analysis in the context of violence against 

women by integrating the strengths of several models to 

produce more stable and accurate predictions. In addition, 

previous studies have shown that EL also helps in building a 

better and more reliable prediction system. 

Although ML models have shown promising results in 

predicting violence against women, most previous studies 

have primarily focused on improving predictive accuracy 

without paying sufficient attention to the interpretability 

aspect of the models. Earlier research, such as that conducted 

by Chen and Guestrin [19] and Ke et al. [20], demonstrated 

that ensemble models like XGBoost and LightGBM can 

achieve high classification performance in social issue 

prediction tasks. However, these models often operate as 

"black boxes," making it difficult for stakeholders such as 

policymakers and social workers to understand the reasoning 

behind the predictions. Yet, interpretability is crucial in 

violence prediction tasks, as interventions based on non-

transparent predictions risk misjudgment or ethical concerns 

[21, 22]. Meanwhile, studies using TabNet [23] offer a slightly 

more transparent decision-making process through an 

attention mechanism; however, comprehensive comparisons 

between the trade-offs of interpretability and predictive 

performance remain very limited. Furthermore, there is still a 

lack of systematic research comparing aspects of 

interpretability, recall sensitivity, and real-world applicability 

among various EL models such as XGBoost, TabNet, 

LightGBM, CatBoost, and AutoEnsemble in the context of 

violence prediction. Addressing this research gap is essential 

for developing ML systems that are not only accurate in 

prediction but also capable of providing understandable and 

actionable insights [24]. 

From the background discussed earlier, the main 

contributions of this study are: 

1. Designing a prediction model for violence against women. 

2. Implementation of 5 EL models such: LightGBM, 

XGBoost, CatBoost, TabNet, and AutoEnsemble in 

detecting potential violence against women. 

3. The algorithms will be evaluated using the 4-evaluation 

metrics: accuracy, precision, recall and F1-Score. 

 

 

2. SIMILAR PREVIOUS RESEARCH 

 

Previous studies have shown that machine learning (ML) 

can make a significant contribution to addressing the 

increasing problem of violence against women through more 

effective predictive modeling based on datasets. Some 

commonly used techniques such as Decision Trees (DT), 

Random Forests (RF), and Support Vector Machine (SVM) 

can identify patterns associated with risk factors for violence 

against women [25-28]. Furthermore, the use of ML in 

preventing violence against women requires attention to the 

accuracy and truth of data as valid research results. In addition, 

the ML process requires a valid dataset with no data defects 

such as errors and noise to ultimately help produces more 

accurate and accountable predictions.  

Therefore, it is important to maintain ethics in producing 

and using data to ensure accuracy and authenticity in the ML 

modeling process [29]. Furthermore, one of the methods in 

ML, namely Ensemble Learning (EL), is an approach that 

combines several ML models to improve accuracy and reduce 

prediction errors [30, 31]. This EL technique uses a 

combination of several ML models to work together to 

produce a more accurate ML model than a single model [32, 

33].  

EL models have been widely used, but some that are widely 

used, especially in research, are the LightGBM and XGBoost 

models, which are boosting algorithms that combine weak ML 

models into stronger ML models [34, 35]. Several previous 

studies have used the LightGBM model in various fields, such 

as stock market prediction [36], traffic congestion prediction 

[37], and plasma density prediction [38]. On the other hand, 

XGBoost has also been applied in water production prediction 

[39], construction delay risk [40], steel pipe bond strength [41], 

car insurance fraud [42], and lower limb joint angle prediction 

based on electromyography [43].  

Furthermore, the CatBoost model, which is known for its 

ability to handle large data, has been proven to improve model 

performance in managing complex and unbalanced data [44, 

45]. In addition, CatBoost is also used in previous studies such 

as in order book price prediction [46], company failure 

prediction [47], early warning for mountain slope stability [48], 

and in Alzheimer's disease prediction [49]. In addition, the 

TabNet ML model is used to handle more complex tabular 

data with an efficient approach in managing data dependencies 

[50, 51], and has been applied in breast cancer prediction [52], 

pathological sound prediction [53], herbal medicine infrared 

analysis [54], bearing fault detection [55], and DDoS detection 

[56].  

Finally, AutoEnsemble, which is known for its ability to 

handle imbalanced data and focus on minority classification as 

the best result [57], has been used in image label prediction 

[58] and learning rate scheduling [59]. Thus, EL can be used 

to build a more accurate and reliable predictive system, as well 

as more efficient in forecasting or detection and especially 

expected to predict the prevention of violence against women. 

However, EL has its advantages and disadvantages, which 

is important for choosing the most appropriate model. 

XGBoost is known for its high accuracy and efficiency in 

handling large datasets with structured data, but it often 

requires careful hyperparameter tuning to avoid overfitting. 
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On the other hand, LightGBM offers faster training speed and 

lower memory usage, making it suitable for large-scale 

applications, although it may struggle with small datasets or 

highly imbalanced data. CatBoost shows strong performance 

on categorical and imbalanced datasets with minimal need for 

extensive preprocessing, but its training time can be relatively 

longer compared to LightGBM. TabNet provides advantages 

in interpretability through its careful feature selection 

mechanism, which is critical in high-stakes decision-making 

such as violence prevention; however, it generally demands 

larger training datasets and longer computation time. 

AutoEnsemble, which automatically combines the strengths of 

multiple models, offers strong performance, especially in 

minority class prediction, but can be computationally intensive 

and more complex to implement. Understanding this is 

necessary to develop machine learning systems that not only 

maximize predictive performance but also meet the practical 

needs of real-world applications in the sensitive area of 

violence prevention. 

 

 

3. PROPOSED MODEL 

 

The research that has been conducted and will be explained 

in this paper uses a quantitative approach in the form of an 

experimental study based on a literature review and theoretical 

framework that has been collected based on previous similar 

research. In this study, the performance of five different ML 

models, namely LightGBM, XGBoost, CatBoost, TabNet, and 

AutoEnsemble, are compared in the context of improving the 

prediction of violence against women.  

The evaluation of these ML models is carried out by 

measuring 4 white box testing metrics, namely accuracy, 

precision, recall, and F1-Score in order to find out which 

model provides the best performance. Furthermore, the main 

objective of this study is to provide deeper insights and 

meaningful contributions to the development of prediction of 

violence against women, with an emphasis on comparing the 

performance of these models. 

 

 
 

Figure 1. Framework model 

 

As seen in the activity diagram in Figure 1, this study was 

conducted through 6 stages, starting with data collection as the 

first stage, after which the preprocessing process was carried 

out as the second stage in order to prepare the data used. 

Furthermore, the splitting stage as the third stage needs to be 

carried out to make the data used valid and free from noise. 

The fourth stage is carried out by running 5 ML models, 

namely LightGBM, XGBoost, CatBoost, TabNet, and 

AutoEnsemble, and the fifth stage, the five ML models will be 

evaluated using 4 white box testing metrics such as accuracy, 

precision, recall and F1 Score. The last step, namely the sixth 

step, is carried out by comparing the results of the evaluation 

of the 4 metrics that were run previously and in order to find a 

higher metric score. 

 

3.1 Collect dataset 

 

The process of collecting datasets related to cases of 

violence against women is taken from Kaggle data sharing on 

domestic violence against women [60]. This Kaggle dataset, 

which is secondary and public, is always updated regularly by 

the community, which contains 348 data with 5 features and a 

target class that indicates whether violence has occurred (0 = 

No or 1 = Yes). As seen in Table 1, the data collected are 5 

features such as victim age, education, income, occupation, 

and marital status. The main purpose of sharing this Kaggle 

dataset is to estimate the likelihood of violence based on 

various factors, which in turn can help create more effective 

prevention measures and increase efforts to protect women as 

early as possible as a preventive measure. 

 

Table 1. Dataset features and description 
 

No. Features Description Values 

1 Age Age at marriage  0 or 1 

2 Education  Last education at marriage  0 or 1 

3 Employment  Work when getting 

married  

0 or 1 

4 Income Income at the time of 

marriage  

0 or 1 

5 Marital Status Legally married or not 0 or 1 

 

3.2 Preprocessing 
 

The data processing process begins with the pre-processing 

stage, which aims to prepare the data to be ready for testing 

and reduce the potential for errors that occur, as well as to 

support further data analysis. This pre-processing stage is very 

important to ensure the data before testing, and the steps taken 

can vary depending on the purpose and model used. The most 

commonly applied techniques include checking and cleaning 

data, such as irrelevant symbols, duplicates, typos, and unclear 

or incorrect data. The purpose of this stage is to ensure that the 

data is not empty or null and is free from errors. Testing is 

done using the syntax data.isnull().sum() to calculate the 

number of missing data, for more details it is then shown in 

Table 2 which illustrates that each variable has a value of 0 

which means that no noise or null data was found. 

 

Table 2. Test results inspecting and cleaning data 

 
No Features Values 

1 Age 0 

2 Education  0 

3 Employment  0 

4 Income 0 

5 Marital Status 0 
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3.3 Splitting 

 

At this stage, the data is separated into two main parts, 

namely training data and testing data, which are used to run 

and comprehensively evaluate several proposed ML models, 

as well as to improve model performance. The data is divided 

with a proportion of 80% for training and 20% for testing. This 

division is intended to achieve the right balance between the 

two, providing sufficient data for the training process while 

leaving enough data to effectively evaluate the model results. 

The choice of the 80/20 split is based on the need to maintain 

a proportional distribution of samples between the two 

classes—violence and non-violence—in both the training and 

testing data. By keeping the class distribution balanced, the 

model can learn the characteristics of each class well during 

training and be fairly evaluated during testing. In addition, 

considering the limited size of the dataset, allocating 80% for 

training helps maximize the learning potential without 

sacrificing the robustness of the evaluation process. 

 

3.4 Running 5 machine learning models 

 

3.4.1 LightGBM model 
This model generally performs classification with a gradient 

boosting approach, which builds a prediction model based on 

successive decision trees. Here is the general formula in 

LightGBM classification: 

a. Cumulative Prediction Model 

LightGBM constructs the predictive model iteratively by 

adding a new prediction function at each iteration: 

 

𝐹𝑡(𝓍) =  𝐹𝑡−1(𝓍) +  𝑓𝑡(𝓍) (1) 

 

where, 

- 𝐹𝑡(𝓍) is the cumulative prediction model at iteration t. 

- 𝐹𝑡−1(𝓍) is the model from the previous iteration. 
- 𝑓𝑡(𝓍) is the new decision tree model added at iteration t. 

 

b. Loss Function for Binary Classification 

For binary classification tasks, LightGBM typically uses 

the binary cross-entropy loss function: 

 

𝐿 = (𝑦, 𝑝) =  −(𝑦 log(𝑝) + (1 − 𝑦) log(1 − 𝑝)) (2) 

 

where, 

- 𝑦 ∈ {0,1} represents the actual label.  

- 𝑝 =  𝜎(𝐹𝑡(𝑥)) =  
1

1+𝑒−𝐹𝑡(𝑥)  the represents the predicted 

probability using the sigmoid function. 

 

c. Second-Order Taylor Expansion Approximation 

To accelerate optimization, LightGBM applies a second-

order Taylor expansion approximation to the loss function: 

  

𝐿 = (𝑦, 𝐹𝑡−1(𝑥) +  𝑓𝑡(𝑥)) ≈ 𝐿 (𝑦, 𝐹𝑡−1(𝑥)) +

 𝑔𝑖 𝑓𝑡(𝑥) +  
1

2
ℎ𝑖𝑓𝑡

2(𝑥)  
(3) 

 

where, 

- 𝑔𝑖 =  
𝜕𝐿

𝜕𝐹(𝑥)
 is the is the first derivative (gradient). 

- ℎ𝑖 =  
𝜕2𝐿

𝜕𝐹(𝑥)2 is the second derivative (hessian). 

 

d. Gain Function for Split Optimization 

When constructing decision trees, LightGBM determines 

the optimal split based on the maximum gain, calculated as: 

 

𝐺𝑎𝑖𝑛 =  
1

2
 (

𝐺𝐿
2

𝐻𝐿+ 𝜆
+

𝐺𝑅
2

𝐻𝑅+ 𝜆
+

(𝐺𝐿+𝐺𝑅)2

𝐻𝐿+𝐻𝑅+𝜆
) − 𝛾  (4) 

 

where, 

- 𝐺𝐿 , 𝐻𝐿  = sum of gradients and hessians for the left child. 

- 𝐺𝑅, 𝐻𝑅  = sum of gradients and hessians for the right child. 

- λ is the L2 regularization term. 

- 𝛾 is the penalty for creating a new split to control model 

complexity. 

 

3.4.2 XGBoost model 

It is one of the very powerful ML models, especially in 

classification and regression tasks and an efficient 

implementation of the gradient boosting method, which 

focuses on optimization and speed. Here is the formula related 

to XGBoost: 

 

a. XGBoost Model Prediction 

The prediction of the XGBoost model (𝛾) as shown in Eq. 

(5) is the result of aggregating a number of decision trees 

that contribute to the final prediction: 

 
𝑦̂ = ∑ 𝑓𝑘

𝐾
𝑘=1 (𝑥𝑖)  (5) 

 

where, 

- 𝑦̂𝑖  is the model prediction for the i-th data. 

- K is the number of decision trees in the model. 

- 𝑓𝑘(𝜒𝑖) is the output of the k-th decision tree for the i-th 

data. 

b. Loss Function 

The loss function as shown in Eq. (6) is generally used to 

optimize the model. In the case of regression, for example, 

the one that is often used is the Mean Squared Error (MSE): 

 

𝐿 = (𝑦̂𝑖 , 𝑦𝑖) =  (𝑦𝑖 , 𝑦̂𝑖)
2 (6) 

 

where, 

- 𝑦𝑖  is the actual value. 

- 𝑦̂𝑖  is the predicted value. 
c. Objective Function 

It is a combined loss of the loss function and decision tree 

regularization. The complete objective function as shown 

in Eq. (7) is: 

 

𝑂𝑏𝑗(Θ) =  ∑ 𝐿(𝑦̂𝑖 , 𝑦𝑖) + ∑ Ω(𝑓𝑘)𝐾
𝑘=1

𝑁
𝑖=1   (7) 

 

where, 

- Ω(𝑓𝑘) is the complexity penalty of the k-th decision tree. 

- Typically, this penalty as shown in Eq. (8) is:  

 

Ω(𝑓𝑘) = 𝛾𝑇 +  
1

2
𝜆 ∑ 𝑤𝑗

2𝑇
𝑗=1   (8) 

 

where, 

- T is the number of leaves in the decision tree. 

- 𝑤𝑗  is the weight of the j-th leaf. 

 

d. Gradient Boosting 

XGBoost works by using the gradient boosting method, 

which iteratively adds new decision trees to reduce 

prediction errors. 

e. Optimization and Split Algorithm 

In XGBoost, we use an algorithm to decide how each 
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decision tree will “split” the data. This is done by finding 

the best features and threshold values that divide the data 

into the two most homogeneous parts. 

 
3.4.3 CatBoost model 

In general, this model cannot be explained with a single 

mathematical formula because it involves various complex 

concepts. However, the core of this model is the Gradient 

Boosting approach, which builds the model gradually by 

adding new decision trees at each iteration. The goal of each 

added tree is to correct the errors produced by the previous 

model, so that overall it can minimize the loss function. The 

formula used to achieve this goal is as follows shown in Eq. 

(9): 

 

𝐹𝑚(𝑥) =  𝐹𝑚−1(𝑥) +  𝛾𝑚 ℎ𝑚(𝑥) (9) 

 

where, 

- 𝐹𝑚 (𝑥) is the model in iteration m. 

- ℎ𝑚 is a tree in iteration m. 
- 𝛾𝑚 is the weighting coefficient determined by 

minimizing the loss function. 
- 𝐹𝑚−1(𝑥) is the model in the previous iteration. 

 

3.4.4 TabNet model 

TabNet does not have a single formula like classical 

machine learning models such as linear regression or decision 

trees, but its architecture can be described through the 

following key components such as: 

a. Decision Tree and Attention Mechanism 

Uses an attention mechanism to select relevant features at 

each decision. Unlike traditional decision trees, TabNet 

can dynamically select relevant features for each decision 

step. 

b. Encoder 

The input data is first processed through an encoder that 

transforms it into a hidden representation. The encoder 

uses a series of decision steps consisting of Attentive 

Transformer and Gated Linear Units (GLUs). 

c. Attention Mechanism 

The model applies attention to a subset of features at each 

decision step. This attention mechanism helps the model to 

focus on the most important parts of the data as shown in 

Eq. (10). 

 

𝑎𝑡 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 (𝑊𝑡  ℎ𝑡−1 +  𝑏𝑡) (10) 

 

where, 

- ℎ𝑡−1 is the hidden representation at step t –1. 

- 𝑊𝑡 is the weight matrix for decision step t. 

- 𝑏𝑡 the bias for decision step t. 

- Softmax ensures that the output 𝑎𝑡  is a probability 

distribution (with sum 1). 

d. Sparsity Constraint 

A sparsity regularization term as shown in Eq. (11) is 

added during training to encourage the model to make 

decisions based on only a small subset of features, making 

it easier to interpret. 

 

ℒ𝑠𝑝𝑎𝑡 = 𝜆 ∑ ||𝑎𝑡||1
𝑇
𝑡=1   (11) 

 

where, 

- ||𝑎𝑡||1 is the L1 norm of the attention mask at step t, which 

ensures sparsity (selecting only certain features). 

- λ is a constant that controls the strength of the 

regularization sparsity. 

e. Output Layer 

The final layer combines the results of the attention 

mechanism and produces model predictions. Overall, 

TabNet works in a flexible and dynamic way in selecting 

relevant features and processing data, making it effective 

for various types of tabular datasets. 

 

3.4.5 AutoEnsemble model 

While there is no single “formula” for AutoEnsemble as the 

process can vary depending on the implementation and 

framework used, the general approach can be described as 

follows: 

a. Model Selection 

Selecting a range of machine learning models, such as 

Decision Trees, SVM, NN, K-NN, and others that combine 

the results of the attention mechanism and generate model 

predictions. 

b. Model Training 

Training each model individually using the training data, 

for example with a classification model with Logistic 

Regression as shown in Eq. (12): 

 

𝑃 (𝑦 = 𝑐 | 𝑥) =  
1

1+ 𝑒−(𝑤𝑡𝑥+𝑏)
  (12) 

 

where, 

- e is the input features. 

- x is the model weight vector. 

- b is the bias 

- 𝑃 (𝑦 = 𝑐 |𝑥) is the predicted probability for class c. 

c. Model Evaluation 

Evaluating the performance of each model (e.g. accuracy, 

AUC, RMSE, and others) as shown in Eq. (13) on the 

validation data to identify which models perform best and 

which ones contribute less. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆𝑎𝑚𝑝𝑙𝑒𝑠
 =

 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  

(13) 

 

where, 

- TP is True Positive. 

- TN is True Negative. 

- FP is False Positive. 

- FN is False Negative. 

d. Determining Model Weights 

Based on model performance, each model is given a 

different weight, for example a model with higher accuracy 

can have a greater influence or the weights can be learned 

automatically or determined by the meta model. 

e. Final Prediction 

Combining predictions from various models, there are 

several methods to combine them, namely Voting, 

Averaging and Stacking. For example, in a classification 

model with soft voting as shown in Eq. (14): 

 

𝑦̂𝑖
𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 =  𝑎𝑟𝑔 max  (∑ 𝑤𝑗𝑃 (𝑦𝑖 =  𝑐𝑗  |𝑀𝑗)𝑘

𝑗=1   (14) 

 

where, 

- 𝑤𝑗  is the weight of model 𝑀𝑗. 

- 𝑃 (𝑦𝑖 =  𝑐𝑗  |𝑀𝑗)  is the probability of model 𝑀𝑗  for 

class 𝑐𝑗. 
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- The prediction 𝑦̂𝑖
𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒  is the class with the highest 

probability. 

Overall, this model combines multiple models to improve 

overall performance by leveraging the strengths of different 

models and using methods such as averaging, weighted 

averaging, voting, or stacking to make the final prediction. 

At the end of the day, the results of the evaluation using the 

LightGBM, XGBoost, CatBoost, TabNet, and AutoEnsemble 

models identified the best performing models, as well as 

analyses that revealed influential factors and the potential for 

fruitful collaboration to develop more precise and efficient 

predictive models in supporting the prevention of violence 

against women. 

 

3.5 Measuring 4 white box testing metrics 

 

Table 3 shows the evaluation results of using 4 white box 

metrics such as accuracy, precision, recall, and F1-Score in 

predicting violence against women.  

a. Accuracy, which describes the proportion of correct 

predictions to the total predictions, shows that CatBoost, 

XGBoost, TabNet, and AutoEnsemble achieved a higher 

accuracy value of 73%, while LightGBM was slightly 

lower with an accuracy of 68%.  

b. Precision, which measures how accurate the model is in 

identifying positive cases, shows that apart from 

LightGBM, all models recorded a higher precision value 

of 76%, while LightGBM was at 70%.  

c. In terms of recall, which shows the model's ability to detect 

true positive cases, TabNet recorded the highest value with 

70%, while the other models, namely XGBoost, CatBoost, 

and AutoEnsemble, had a recall of 65%, and LightGBM 

recorded a lower recall value of 60%.  

d. F1-Score, which is a measure of the balance between 

precision and recall, shows similar results for TabNet, 

XGBoost, CatBoost, and AutoEnsemble, at higher value at 

70%, while LightGBM achieves an F1-Score of 64%.  

 

Table 3. Ensemble learning model testing results 

 
Model Accuracy Precision Recall F1-Score 

LightGBM 68% 70% 60% 64% 

XGBoost 73% 76% 65% 70% 

CatBoost 73% 76% 65% 70% 

TabNet 73% 76% 70% 70% 

AutoEnsemble 73% 76% 65% 70% 

 

3.6 Finding higher metric score 

 

Overall, despite slight variations among these models, and 

as shown in Table 3 and the explanation then  

a. TabNet shows an advantage in term of recall metric, while 

the performance of the other models is almost similar in 

terms of accuracy, precision, and F1-Score. 

b. Meanwhile, LightGBM shows as the lowest model because 

all the metrics such as accuracy, precision, recall and F1-

Score have low metric scores. 

And then tested with a t-test model which is a statistical 

method used to determine whether there is a significant 

difference between the averages of two independent groups. 

This aims to broadcast whether there is a statistically 

significant difference between: 

a. Group 1: Individuals who did not experience violence 

(Violence = 0), 

b. Group 2: Individuals who experienced violence (Violence 

= 1). 

In this analysis, an independent two-sample t-test was 

conducted to compare the means of the numerical features, 

namely Age, which is an important variable in building a 

violence prediction model, because it shows a significant 

difference between groups. 

From the interpretation of the results, the T-statistic of -

3.138 shows that the difference in average age between the two 

groups is quite large compared to the variation in the data. The 

P-value of 0.00185 is much smaller than the significance level 

of α = 0.05. Because the 𝑝-value <0.05, the statistical decision 

is: Reject the null hypothesis (H₀), which states that the 

average age of the two groups is the same.  

This means, there is a statistically significant difference in 

age between individuals who experience violence and those 

who do not. The conclusion shows that age is significantly 

related to the likelihood of experiencing violence. The average 

age between the two groups is not the same, which means that 

age is an important factor to consider. 

 

 

4. CONCLUSION AND FUTURE WORK 

 

This study has several limitations that need to be considered, 

particularly regarding the generalization of the models tested 

on a specific dataset, which may not be applicable to other 

datasets or domains with different characteristics. Although 

various models show good performance, new data variations 

or class imbalance in the dataset may affect the results, 

especially in terms of recall and F1-Score. Additionally, this 

study is limited to five models, namely LightGBM, XGBoost, 

CatBoost, TabNet, and AutoEnsemble, while many other 

models could potentially be more effective in the context of 

predicting violence against women.  

The main limitations of this study also include the relatively 

small number of features and the limited sample size, with 

only 348 records, which may restrict the model’s ability to 

generalize when applied to larger and more diverse 

populations. These limitations could hinder the model’s 

capability to capture more complex patterns that may appear 

in broader and heterogeneous datasets.  

The use of a single evaluation metric may also provide an 

incomplete picture of model performance, as other factors 

such as prediction speed and model interpretability are crucial 

in real-world applications. More complex models such as 

TabNet, although superior in recall, require more training data 

and are harder to interpret compared to other models like 

CatBoost. Therefore, the trade-off between accuracy, recall, 

interpretability, and model complexity must be carefully 

considered. 

The conclusions obtained show that Ensemble Learning 

(EL) models such as LightGBM, XGBoost, CatBoost, TabNet, 

and AutoEnsemble overall demonstrate very similar 

performance in predicting violence against women, with an 

accuracy of around 73%, precision of 76%, and recall of 65%. 

Although the performance across models is relatively similar, 

TabNet is slightly superior in terms of recall, indicating its 

better ability to capture positive cases or critical events. While 

this difference is not significant, it could be an important 

consideration when choosing a model depending on specific 

needs, such as the balance between accuracy and recall or 

training time. Additionally, XGBoost and CatBoost excel in 

handling large and complex datasets, while AutoEnsemble is 

effective in combining the strengths of multiple models to 
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improve predictive accuracy.  

LightGBM, despite showing slightly lower accuracy and 

recall, remains a good option for situations that require faster 

training times. Overall, all models tested are quite effective in 

predicting violence against women, and selecting the most 

appropriate model depends largely on the application goals 

and the design needs, based on the trade-offs between 

prediction speed and accuracy. 

In the future, the development of this research is expected 

to focus on exploring and integrating more complex features, 

including socio-cultural attributes, economic conditions, 

education levels, social environment, and history of violence, 

which are believed to enhance the model's predictive accuracy 

and capability. Furthermore, future work should explore 

additional Ensemble Learning models such as AdaBoost, 

Bagging, Random Forest, or other recent boosting and bagging 

techniques to enrich the comparative analysis of the strengths 

and weaknesses of each model. The application of 

interpretability methods such as LIME, SHAP, or other 

explainable AI techniques is also strongly recommended to 

provide deeper insights into feature contributions, enabling 

models to be more adaptive to complex and diverse real-world 

situations. 
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