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Internet of Things (IoT) is the technology of this modern era that focuses on connecting 

devices and sensors to the Internet and can converse with each other without human 

interaction. IoT technology has been used in many applications, such as smart and 

wearable devices automatically organizing people’s appointments, and in many fields, 

such as communications in factories and companies. However, in contrast to its rapid 

spread, it faces several challenges. In terms of privacy, security, and confidentiality, IoT 

is vulnerable to many types of cyberattacks, making it necessary to develop safe solutions 

to secure IoT networks. In this paper, two feature extraction algorithms are integrated with 

three machine learning (ML) techniques to develop a model that detects a cyberattack 

faced by IoT devices. Butterfly optimization algorithm (BOA) and spider monkey 

optimization (SMO) with Naïve Bayes (NB), Random Forest (RF), and K-Nearest 

Neighbor (KNN) models are implemented. The experiment was conducted on the N-

BaIoT dataset containing more than 800,000 records covering 10 IoT device attacks. The 

results show that the SMO feature extraction algorithm with the KNN classifier model 

outperformed other algorithms and achieved 100% in all performance metrics. 
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1. INTRODUCTION

IoT is classified as a technology that affects people 

positively. In daily activities in various areas of life, it has 

improved the quality of life and provides the best methods for 

communicating with various kinds of devices via the Internet. 

For example, in the healthcare sector, the data are collected by 

sensors and devices measuring the heartbeat and blood 

pressure levels. However, IoT attacks may cause privacy 

violations and threaten people’s lives and privacy [1]. The 

healthcare sector has faced many electronic attacks. The 

existing data are sensitive data, and their exposure to the attack 

endangers patients’ lives, so the privacy and security of the 

information must be appropriately applied.  The IoT field has 

received great attention, and IoT is growing on a large scale. 

IoT systems include a wide range of technologies and will 

continue to in the coming years. However, there are still many 

new and severe challenges to the problem of security and 

privacy in this field. In this research, a model using the ML 

algorithm will be built to discover cyberattacks targeting IoT 

devices and networks by determining the type of attack [1]. 

IoT security is different from other forms of computing in 

many ways, especially in the challenges of other computing 

devices like desktops, laptops, servers, or mobile devices. For 

all IoT systems, the authentication mechanism is crucial for 

security and privacy [2]. The N-BaIoT dataset attack types are 

summarized into the following [3]:  

DoS/DDoS: A type of attack in which an attacker causes a 

computing or memory resource to be overloaded to the extent 

that no authentic request gets through due to congestion. 

Man-in-the-Middle Attack: An intruder intercepts the 

messages between two devices so that a potential intruder may 

have eavesdropping capability along with data modification 

during transit. This could be made possible by several means, 

including address resolution protocol (ARP) spoofing and 

domain name systems (DNS) poisoning. Thus, hackers steal 

sensitive information and modify commands to effect 

unauthorized actions. 

Backdoor Attack: A backdoor software installation 

vulnerability in a device is exploited by an attacker for 

constant and unauthorized access. This can allow the backdoor 

to continuously monitor or control the device without being 

noticed. It can be lessened through periodic security audits and 

assurance of software integrity through checksums. 

Probing: This includes probing attacks an intruder uses to 

scan the network for information gathering or determining 

possible vulnerabilities. A mapped sketch of available 

machines and services on the network provides data for future 

exploits. 

Apart from these, replay attacks, password cracking, and 

injection attacks would emulate other types of security threats 

an IoT device would generally face. 

These are the main cyberattack detection methods: 

(1) Modern technologies contribute to the protection and

security of information by monitoring and analyzing 

cyberattacks. 

(2) That requires updating and developing antivirus

programs, determining the most sensitive points prone to 
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penetration, and directly confronting cyberattacks. 

(3) The measures necessary to restrict the attacks on 

cyberspace include increasing the level of awareness among 

citizens, infrastructure development, and keeping pace with 

techno-development. 

(4) The imperative of developing a rapid response plan and 

dealing with cybersecurity incidents [4]. 

In our research, an ML-based model to detect cyberattacks 

targeting IoT devices and networks is proposed. Moreover, the 

proposed model identifies the type of attacks by analyzing 

more than 800,000 contact data related to various IoT device 

attacks. The main contributions of this article are as follows: 

(1) Adapting butterfly optimization algorithm (BOA) and 

spider monkey optimization (SMO) for dataset feature 

extraction. 

(2) Integrating BOA and SMO with ML classifier to detect 

cyberattacks in IoT devices. 

(3) Evaluating the proposed model by applying several ML 

performance metrics. 

The remainder of this paper is divided into the following 

sections. Related works of different ML classification models, 

feature selection algorithms, ML-based cyberattack detection 

models, and the N-BaIoT cyberattack dataset are presented in 

Section II. Section III presents the proposed model 

implementation in detail. The results are discussed in Section 

IV, and Section V concludes the article. 

 

 

2. RELATED WORKS 

 

The IoTs is the new discipline that not only takes care of 

scientific, engineering and technical aspects but also integrates 

social sciences and analyzes big data derived from social 

media.  Recently, detection systems have become the prime 

focus of researchers in IoT environments due to the ever-

increasing threat of botnet attacks on such devices. It 

effectively addresses network intrusion detection systems 

(IDSs) for protection against malicious activities on networks. 

Most public detection systems operate based on attack 

signatures; they are called signature-based detection systems. 

These systems recognize all the known types of attacks by 

matching the pattern of incoming attacks with pre-recorded 

signatures. They require a robust infrastructure and 

sophisticated tools since many signature rules must be added 

to their databases. Various research works have proven that 

ML techniques can be of great assistance in attack detection 

tasks. It is already known that most attacks in the IoT 

environment are of a botnet nature, and several IoT devices 

still present vulnerabilities owing to limited memory and 

computational resources, which seem to be an obstruction to 

strong security mechanisms. Moreover, attackers can bypass 

many rule-based detection systems easily. Researchers have 

explored the development of an ML-based attack detection 

system featuring a sequential detection architecture. They 

employed an efficient feature selection approach to develop a 

lightweight, high-performance detection system that achieved 

improved overall detection results [5]. They also proposed a 

framework for specifying an effective algorithm to detect 

malicious activity in IoT using ML, where a Naïve Bayes (NB) 

model was observed to perform well in anomaly detection. A 

cyberattack detection system targeting sewage IoT devices 

was also proposed, which managed to achieve an accuracy of 

92% in fixed scenarios and 72% in mobile environments [6]. 

In reference [7], results have been produced by testing and 

validating four binary classifiers: decision trees (DT), extra 

trees classifiers, Random Forest (RF), and support vector 

machines (SVMs). The RF classifier outperformed all other 

classifiers when it was trained on a specific device and used to 

test the anomalies that come from completely unrelated 

devices. 

 

2.1 Feature extraction models 

 

2.1.1 Butterfly optimization algorithm (BOA) model 

BOA is a novel optimization technique inspired by how 

butterflies forage for and attract mates. In this algorithm, the 

behavior of females using their chemoreceptors, an external 

sensory organ present in many parts of the body, is modeled. 

These chemoreceptors help in perceiving flower or food odors, 

as well as in identifying the best possible mating partners. 

When the butterflies are in movement, they diffuse the odor in 

variated concentrations, and this scent directs the movement 

of the search agents (the butterflies) in the BOA algorithm. For 

instance, where a butterfly cannot scent others’ fragrances 

within a search area, it will tumble and reposition randomly. 

However, when a butterfly stabilizes and only detects the 

perfume from the most successful butterfly it knows, it will try 

to move toward that butterfly [8]. The BOA has shown 

promise in feature selection tasks across various studies. For 

instance, in reference [9], the monarch BOA algorithm is 

applied to feature selection, achieving high classification 

accuracy (93%) while significantly reducing feature set size. 

Moreover, binary variants of BOA demonstrate improved 

classification accuracy compared to other wrapper-based 

algorithms [10]. 

 

2.1.2 Spider monkey optimization (SMO) model 

The SMO algorithm draws inspiration from the social and 

foraging behaviors of spider monkeys. It uses a fission-fusion 

social structure where the monkeys form and dissipate groups 

of different sizes. Some primary characteristics that define 

spider monkeys in the SMO algorithm include the following 

[11]: 

(1) Each group contains 40 to 50 monkeys; these are called 

individuals within the framework of SMO. 

(2) Among the troop of monkeys, there is a global leader 

(GL) who can divide them into subgroups of 3-8 when food is 

insufficient, where each subgroup will then forage 

independently. 

(3) Each subgroup is usually led by a local leader (LL), who 

usually guides foraging. 

(4) Members of the group use particular sounds to 

communicate with one another and promote social behavior. 

For the SMO algorithms, a hybrid approach combining 

SMO with simulated annealing and ReliefF filtering 

demonstrated superior performance in identifying biomarker 

genes from cancer datasets, achieving up to 99.45% accuracy 

[12]. In fuzzy classifier construction, binary SMO was 

employed for feature selection, while continuous SMO 

optimized fuzzy rule antecedents, resulting in classifiers with 

minimal rules and reduced features while maintaining 

competitive accuracy [13]. These studies highlight the 

effectiveness of SMO-based approaches in feature selection 

across diverse applications. The SMO algorithm is presented 

in Figure 1. 
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Figure 1. Spider monkey optimization (SMO) algorithm 

 

Table 1. SMO-related works 

 

Ref. Feature Selection by SMO Model Year ML Classifier Dataset Accuracy (%) 

[13]  Binary SMO (BSMO) 2019 Fuzzy Classifier 38 Datasets 99.45 

[14] Oscillating SMO 2021 
SVM, LDA, KNN, 

and RF 
Soil image dataset 82.25 

[15] Conditional Random Field (CRF) & SMO 2021 CNN NSL-KDD Dataset 99 

[16] Gaussian Mutation-SMO(GM-SMO) 2022 ANN, CNN 
AID, UCM, NWPU45 

Highest 99.46 
dataset 

[17] Self-Improved Standard SMO 2022 
Deep Learning Belief 

Network 
COVID-19 Image Dataset 90.5 

[18] SMO 2023 CNN-LSTM Dementia sufferers images 89.72 

[19] 
Optimal feature extraction is achieved 

using a differential SMO 
2023 NB, RF, SVM, DT 

Magnetic resonance imaging 

(MRI) datasets 

NB = 91, RF = 94 

SVM = 96 

DT = 93.5 

[20] Cuckoo search algorithm (CSA) & SMO 2024 ReliefF+ PCA 8 Cancer datasets 90.6 

 

The SMO algorithm has many applications for feature 

selection over different datasets concerning accuracy and 

classification performance. In 2019, a fuzzy classifier 

developed with binary SMO reached an accuracy of 99.45% 

for 38 datasets, showing the efficiency of SMO in optimizing 

fuzzy classifiers [13]. It obtained an accuracy of 82.25% with 

a dataset of soil images taken in 2021 by employing oscillating 

SMO fine-tuning for feature selection in an ensemble of 

classifiers comprised of SVMs, linear discriminant analysis, 

K-Nearest Neighbor (KNN), and RF [14]. The accuracy of 

intrusion detection reached 99% using the proposed CNN 

model combined with conditional random field and SMO on 

the NSL-KDD dataset that enhances IoT security [15]. The 

highest value recorded was 99.46% in 2022 when both ANN 

and CNN models adopted GM-SMO in recognizing remote 

sensing scenes [16]. The adaptability of SMO flowed to 

medical image analysis, with the accuracy of a deep belief 

network with self-optimizing SMO reaching 90.5% in 

COVID-19 prediction, while that of a CNN-LSTM framework 

that employed SMO reached an accuracy of 89.72% in 

dementia detection [17, 18]. Furthermore, in MRI datasets, 

differential SMO improved feature extraction such that 

classification accuracy for detecting a particular lumbar spine 

disease reached 96% by SVM in 2023 [19]. Lastly, in 2024, 

the Cuckoo Search algorithm combined with SMO was 

proposed for the detection of cancer and reported 90.6% 

accuracy on eight different cancer datasets [20]. These results 

themselves indicate that SMO has always been able to enhance 

the performance of ML in a continuous manner, from 

cybersecurity to healthcare. SMO-related works are presented 

in Table 1. 

 

2.2 ML-based models 

 

2.2.1 Naïve Bayes classifier 

In statistics, NB classifiers are a family of simple 

"probabilistic classifiers" based on the application of Bayes' 

theorem with (Naïve) assumptions about independence 

between features. These are some of the simplest Bayesian 

network models but can be combined with kernel density 

estimation to achieve higher levels of accuracy. The NB 

classifier scales exceedingly well. There are only a few 

parameters to be estimated, which scales linearly with the 

number of variables (features/predictors) in the learning 

problem. Maximum likelihood training can be done very 

efficiently by evaluating a closed-form expression that takes 

linear time rather than an expensive iterative approximation, 

as used by many other classifiers. It is also referred to in the 

literature of statistics and computer science as NB models and 

independent Bayes [21]. Recent research has addressed the use 

of ML techniques, especially the NB model, for network attack 

detection. A Gaussian NB model was explored in classifying 

cyberattacks in streaming data, focusing on its adaptability 

[22]. The hybrid approach proposed in reference [23] 

combines the heuristics clustering algorithm and NB model to 

detect DDoS attacks, which showed improved accuracy and 

detection rates. In addition, three models, including NB, RF, 

and stochastic gradient boosting, have been compared for 
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DDoS attack classification. Among them, stochastic gradient 

boosting proved to be the most accurate at 100% [24]. 

Recently, a probability-based supervised ML algorithm has 

been introduced NB model for intrusion detection on the 

UNSW-NB15 dataset [25]. All these studies indicate the 

potency of the NB model and other ML techniques in detecting 

various network attacks; hence, research is ongoing to further 

improve their accuracy and adaptability against evolving cyber 

threats. 

 
2.2.2 Random Forest (RF) classifier 

RF is flexible, easy to use, and gives the best results most of 

the time without hyperparameter tuning. Because of its 

simplicity and efficiency, it is among the most used algorithms 

since it can be applied to ranking and regression. RF is one of 

the algorithms for supervised learning. "Jungle" is an 

ensemble of DTs usually trained by the "bagging" method. The 

general intuition of this approach is that the ensemble of 

learning models boosts the final outcome. In other words, RFs 

construct a large set of DTs and combine their predictions to 

produce more accurate and robust estimates. Among many 

advantages, one of the most important benefits of RF is that it 

can be used for both classification and regression problems, 

which constitute the biggest part of all ML systems today [26]. 

Recent works have discussed the adoption of RF for detecting 

network attacks, as in reference [27]. RF is combined with 

principal component analysis to enhance attack detection for 

IoT devices, reaching as high as 99.2% accuracy [28]. In 

previous study [29], an RF-based model was developed for 

DDoS attack detection. The Gini Index and entropy criteria are 

used in the model to improve its accuracy. For instance, ET-

RF [30] is proposed, attaining an accuracy of 99% in the 

CICDDoS2019 dataset. In previous study [31], RF is utilized 

on the NSL-KDD dataset for intrusion detection. As such, 

feature selection should be done with the Gini importance that 

improves the effectiveness of the model. 

 
2.2.3 K-Nearest Neighbor (KNN) classifier 

The KNN algorithm is the simplest form of ML based on 

the technique of supervised learning. KNN assumes that new 

cases or data points would be similar to the existing ones and 

assigns them to the most similar categories. In this algorithm, 

it retains all the incoming data and classifies any new data 

point by comparing its similarity with the stored examples. 

This will easily classify any incoming data into the right range 

of classes. Though KNN finds its applications in both 

regression and classification, the most common area of 

application is classification. KNN is a nonparametric 

algorithm that does not make any assumptions on the 

underlying distribution of data. It is often referred to as a lazy 

learning algorithm because it only stores the dataset in 

memory and does the classification when needed, rather than 

learning in advance from the training set. During the training 

phase, KNN only stores the dataset, and when new data shows 

up, it classifies based on similarity to existing data points [32]. 

Recently, several works investigated the performance of KNN 

for attack detection. KNN tends to have high accuracy and 

performance metrics while detecting different cyberattacks. 

Previous study [33] reported 99.996% in binary classification 

and 99.988% in multi-class classification with the NSL-KDD 

dataset. In this direction, it has been seen that KNN performs 

best in the CICIDS 2017 dataset, among other supervised 

learning algorithms, for the highest F1-score and accuracy 

[34]. In reference [35], an anomaly-based detection model 

developed using KNN achieved 92% accuracy, 100% 

precision, and 95.8% F1-score in detecting denial-of-service 

attacks. Although KNN performs well when it comes to the 

capability of detection, it may be inefficient when it comes to 

bits' time complexity. Overall, these studies support KNN as a 

feasible and efficient algorithm for intrusion detection in a 

network. 

 
2.3 N-BaIoT cyberattacks dataset  

 
The N-BaIoT dataset was utilized to validate the proposed 

IDSs. The ensemble averaging deep neural networks achieved 

the target of attack detection by botnets in heterogeneous IoT 

devices with an average accuracy of 97.21%, precision of 

91.41%, recall of 87.31%, and an F1-score of 88.48% [36]. 

AdaBoost and eXtreme gradient boosting (XGBoost) models 

have been implemented to meet particular security challenges 

in IoT networks [37]. The N-BaIoT dataset, which was 

produced by the injection of the Bashlite and Mirai botnet 

attacks on various IoT devices, has widely been used in 

research on the detection of IoT botnets [38, 39]. This dataset 

addresses the scarcity of publicly available botnet-specific 

datasets in IoT domains [40]. Various research studies have 

designed and built effective detection models based on ML 

and DL methodologies, of which most reported that RF and 

gradient boosting reliably showed higher accuracy. Feature 

selection methods, such as the Fisher Score or PCA, were 

considered to optimize the effectiveness of the detection 

performance [40]. It was confirmed that the N-BaIoT dataset 

indeed outperformed the existing wired datasets, such as NSL-

KDD, because it covers IoT-specific attacks and considers 

relevant network layers [41]. Research supports the idea that 

not all the features are necessary for effective detection, which 

could reduce the detection time for ML models. 

In our research, BOA and SMO feature selection algorithms 

with ML-based models are integrated to detect cyberattacks 

targeting IoT devices. Moreover, the proposed model 

identifies the type of attacks by analyzing more than 800,000 

contact data related to various IoT devices and attacks. 

 

 
3. PROPOSED MODEL IMPLEMENTATION 

 
The experimental study in this work was conducted on a 

desktop running Microsoft Windows 10 Home (64-bit). The 

machine used for the implementation is Alienware Aurora R9, 

with an octa-core Intel® Core™ i9-9900 processor that 

represents a base frequency of 3.10 GHz. It has 32 GB RAM 

and a 1 TB hard drive. The software requirements are fulfilled 

using Keras and Python programming tools. Detailed 

hardware and software specifications for the proposed 

integrated model are illustrated in Table 2. 

 
Table 2. System configuration for the proposed model 

implementation 

 
Processor Core i9 

GPU NVIDIA 4 GB 

OS Windows 10 - 64 Bit 

RAM 32GB 

Language Python 

Software Numpy, TensorFlow, Scikitlearn, Pandas 
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3.1 Experiment framework 

 

The experiment framework was created to obtain a clear 

perspective of our experiment design on the problem area as 

described in Figure 2. 

 

 
 

Figure 2. The proposed framework 

 

The framework consists of four phases: dataset cleaning, 

feature extraction, ML classifiers, and evaluation. 

The flowchart illustrates the process of building and 

evaluating an ML model on the N-BaIoT dataset. Below is a 

step-by-step description of each stage: 

Dataset Cleaning (N-BaIoT Dataset): The input is the N-

BaIoT dataset, and the data is cleaned, where missing or NaN 

values are removed. 

Feature Extraction: The dataset is first cleaned; then, the 

features are extracted for further processing. The techniques 

used are BOA and SMO algorithms. 

ML Classifiers: These extracted features will be fed to 

several ML classifiers. NB, RF, and KNN models shall be 

implemented. 

Model Evaluation: The models will be evaluated in terms 

of precision, accuracy, recall, and F1-score. 

 

3.2 Dataset preparation 

 

N-BaIoT focuses on the network-based detection of IoT 

botnet attacks. Additionally, it closes the gap with respect to 

publicly available botnet datasets related to IoT environments. 

Earlier works regarding the detection of IoT botnets or IoT 

traffic anomalies relied on emulated or simulated data. In 

contrast, this dataset allows empirical evaluations using real 

traffic data captured from nine commercial IoT devices 

infected with genuine botnets of two different families in a 

contained network. 

 

3.3 Feature extraction 

 

Feature selection is probably one of the most important 

concepts in ML, as it has a high influence on the performance 

of our model. The functional attributes of data utilized for 

training the ML models are core contributors in terms of the 

performance achievable from them. The features that are 

irrelevant or only partially relevant might have adverse 

implications on model effectiveness. Therefore, feature 

selection and data cleaning should be the initial and primary 

steps in model design. BOA and SMO are two feature 

extraction algorithms that we will implement in our research, 

shown in the above framework. To design an SMO fitness 

function for feature selection on a given dataset, the goal 

would be to identify an optimal subset of features that balances 

high classification accuracy with a minimum number of 

selected features. In general, both these objectives are included 

in the fitness function. A typical fitness function (ft) for feature 

selection in SMO can be represented as Eq. (1): 

 

( ) (1 Accuracy( )) (| | / | |)ft sf sf sf f =  − +   (1) 

 

where, sf is the subset of selected features, |sf| is the number of 

features in subset sf, |f| is the total number of features in the 

dataset, Accuracy(sf) is the classification accuracy of the 

model trained using subset sf, and α and β are the weight 

parameters that control the importance of classification 

accuracy and feature subset size. 

 

3.4 Model training and testing  

 

The purpose of training the model is to overcome problems 

such as overfitting when the model remembers the dataset 

pattern. Making a bad choice in splitting the dataset can lead 

to unwanted results. Therefore, by separating the training data 

from the test data for evaluation, we can test our model with 

data samples that were not previously used. In our research, 

the data are split into a 70/30 ratio. That is, 70% of the data are 

used to train the model, and the remaining 30% are used to test 

the model. Three ML classifier models are used: NB, RF, and 

KNN. 

 

3.5 Performance metrics 

 

This will be a necessary step in verifying the learning of our 

model and determining its performance. The model’s 

evaluation would include four different performance metrics: 

accuracy, precision, F1-score, and recall. Performance metrics 

using the formulas below were calculated based on the 

confusion matrix below: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁)
 (2) 

 

where, TP represents the number of true positives, TN is the 

number of true negatives, FP refers to the number of false 

positives, and FN refers to the number of false negatives. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 (3) 
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𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
 (4) 

 

𝐹1−𝑆𝑐𝑜𝑟𝑒 = 2 ∗
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)
 (5) 

 

 

4. RESULTS AND DISCUSSION 

 

Our research presented an ML-based model to detect 

cyberattacks targeting IoT devices and networks. The 

proposed model is classified and evaluated based on their 

performance, where all available features are used in this 

classification based on the best-featured multiclass 

classification task where only the most relevant features are 

used. Classification analysis is completed by the classifier to 

discuss the remarkable behavior. Moreover, the proposed 

model identifies the type of attacks by analyzing more than 

800,000 contact data related to various IoT devices and 

attacks. 

In Table 3, performance measures obtained from three ML 

classifiers, NB, RF, and KNN, are detailed. These three 

algorithms have run their vanilla model and have been 

optimized by BOA and SMO algorithms for feature selection. 

The metrics used in assessing the models are accuracy, 

precision, recall, and F1-score, where the effectiveness of each 

classifier before and after optimization can be estimated. 

All the performance metrics for NB, RF, and KNN 

classifiers improved significantly with various optimization 

techniques applied. KNN always has a higher score than other 

models, with its non-optimized version scoring very high 

(Accuracy = 0.982, F1-score = 0.969) while reaching 

perfection after SMO optimization. The RF classifier 

improved from the previous non-optimized settings to 0.942 

accuracy, with a respectable F1-score of 0.935. While NB 

indicates the poorest initial performance, it also improved with 

optimization, and SMO models boosted its F1-score from 

0.789 to 0.880. In all cases, SMO outperforms BOA in terms 

of accuracy and F1-score; therefore, SMO can be said to be a 

better optimization method for these classifiers. Figure 3 

presents the confusion matrix for the KNN model. 

The matrix shows how well the model differentiates 

between benign traffic and various types of botnet attacks, 

such as gafgyt and mirai, where most of the predictions 

correctly lie along the diagonal, which essentially reflects 

correct classification. Misclassifications are minimal 

according to the sparsity of the off-diagonal elements. As the 

confusion matrix from the KNN model indicates, the perfect 

accuracy of prediction across all classes is as follows. 

 

Table 3. Performance metrics for the three ML classifiers with SMO 

 
ML Classifiers Feature Selection Models Accuracy Precision Recall F1-Score 

NB Classifier 

Non-Optimized 0.847 0.775 0.833 0.789 

BOA Models 0.857 0.797 0.857 0.817 

SMO Models 0.897 0.887 0.907 0.880 

RF Classifier 

Non-Optimized 0.871 0.919 0.878 0.841 

BOA Models 0.893 0.928 0.893 0.855 

SMO Models 0.942 0.932 0.963 0.935 

KNN Classifier 

Non-Optimized 0.982 0.979 0.968 0.969 

BOA Models 0.995 0.994 0.987 0.986 

SMO Models 1.0 1.0 1.0 1.0 

 

 
 

Figure 3. Confusion matrix of the KNN model with SMO 
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This includes 29,455 observations for benign_traffic, all of 

which are correctly predicted, and 17,127 for gafgyt_combo, 

also fully predicted. There is a correct prediction of 8,741 for 

gafgyt_junk, 8,543 for gafgyt_scan, 26,936 for gafgyt_tcp, 

and 31,368 for gafgyt_udp. Among the mirai classes, the 

model predicts 17,476 for mirai_ack, 29,094 for mirai_scan, 

18,740 for mirai_syn, 47,485 for mirai_udp, and 16,072 for 

mirai_udpplain, where every class has its observation 

correctly classified. 

The results show that the KNN + SMO classifier excelled 

in all the metrics, with perfect scores; this could suggest that it 

captured the pattern in the dataset very well. However, this 

could raise eyebrows regarding overfitting. The RF + SMO 

classifier is in good standing in performance, where precision 

and recall are high, showing that the balancing between 

identifying positive cases and minimizing false alarms worked 

well. Whereas the NB + SMO classifier presents a good 

performance, it also somewhat lags behind, with lower 

accuracy and F1-score, which is indicative of fields that may 

harbor improvement as per Table 4 and Figure 4. 

The performance of different ML models on the N-BaIoT 

dataset is presented for the detection of cyberattacks. This 

discussion covers critical metrics, including accuracy, 

precision, recall, and F1-score, and thus involves insight into 

each model's effectiveness. In particular, perfection scores 

across all metrics were achieved for the integrated proposed 

method in 2024; this, therefore, shows the progress being 

made within ML techniques in cybersecurity, as defined in 

Table 5. 

The proposed integrated SMO-KNN model has perfect 

performance, with 100% accuracy, precision, recall, and F1-

score, which indicates faultless classification. Whereas in 

comparison, deep neural network-long short-term memory 

performs nearly perfectly, though slightly lower in precision 

and recall [41]. KNN, RF, and NB have good accuracy but 

perform poorly in terms of precision [41]. The improved 

Harris Hawks optimization algorithm for neural networks 

(IHHO-NN) has balanced but lower scores [42]. In reference 

[39], XGBoost delivers consistent performance with 99% 

across all metrics, and the IHHO-NN also shows robust 

results, though slightly lower than the SMO-KNN model [39]. 

Overall, SMO-KNN stands out as the top-performing model 

with optimal performance. This means that the algorithm 

increases its accuracy in finding the best features and speeds 

up its convergence to the optimal solution [14]. It enhances 

SMO to be more robust and reliable, especially when the 

complication of optimization settings makes conventional 

methods inefficient. 

 

Table 4. Performance metrics of various integrated models 

 
Integrated 

Model 
Accuracy Precision Recall 

F1-

Score 

NB + SMO 0.897 0.887 0.907 0.880 

RF + SMO 0.942 0.932 0.963 0.935 

KNN + SMO 1.0 1.0 1.0 1.0 

 

 
 

Figure 4. Performance of integrated ML classifier with SMO 

model 

 

Table 5. Performance metrics of various ML models on N-BaIoT dataset 
 

Ref. Year Algorithm(s) Accuracy (%) Precision (%)  Recall (%) F1-Score (%) 

[41] 2019 DNN-LSTM 99.96 99.77 99.66 99.66 

[42] 2021 KNN, RF, NB 99.00 86.65 99.00 99.00 

[43] 2023 IHHO-NN 98.07 97.04 98.73 97.87 

[44] 2023 HMMLB-BND 99.43 99.13 99.12 99.13 

[39] 2024 XGBoost 99.00 99.00 99.00 99.00 

Proposed Model 2024 Integrated (SMO-KNN) 100 100 100 100 

 

 

5. CONCLUSION AND FUTURE WORKS 

 

In this research, three ML classifiers were implemented to 

classify cyber security attacks against IoT devices. The three 

classifier models were successfully integrated with two feature 

selection algorithms and produced optimal results. The 

experiment study has been conducted for KNN, NB, and RF 

classifier models on an N-BaIOT dataset. The experimental 

results showed that the KNN with SMO feature selection 

algorithm performed better than other models with an 

accuracy as high as 100%. Additionally, our proposed 

integrated model is compared with other robust and state-of-

the-art detection schemes. In the future, we can implement the 

integrated models in different related problems and datasets. 
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