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Cocoa pod rot is a major challenge in the cocoa industry that can reduce yields. This 

study aims to develop a disease detection model in cocoa pods using YOLO-v9, an 

effective deep learning method for object detection. The model was trained using a 

dataset of cocoa pod images with two classes: Healthy and Infected, through training 

on 10 to 50 epochs. At the 10th epoch, the model showed a precision of 82.5% and a 

recall of 81.9% for Healthy images, but experienced challenges on Infected images with 

a precision of 80.2% and a recall of 78.7%. After 50 epochs, the model showed 

significant improvement, with precision and recall reaching 99.7% and 99.1% for 

Healthy images, and 99.2% and 98.9% for Infected images, while the mean Average 

Precision (mAP) reached 0.99. These findings indicate that the YOLO-v9 model can 

detect diseases in cocoa pods with high accuracy, and its performance increases with 

increasing epochs. The implication is that this study has the potential to support the 

development of an automatic detection system to improve the sustainability and 

efficiency of the cocoa industry. Further research can utilize transfer learning with 

larger models and datasets to improve detection capabilities in a variety of 

environmental conditions.  
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1. INTRODUCTION

Cocoa (Theobroma cacao) is an agricultural commodity of 

significant economic value and serves as one of the primary 

raw materials for the global chocolate industry [1, 2]. 

Indonesia, as one of the largest cocoa-producing countries, 

plays a crucial role in supplying raw materials for the global 

chocolate industry. However, a significant challenge in cocoa 

production is the prevalence of diseases, one of which is cacao 

pod rot (CPR) [3, 4]. This disease is caused by various 

pathogenic microorganisms, including fungi such as 

Phytophthora, Moniliophthora, dan Fusarium [5, 6]. If not 

treated promptly, these diseases can lead to significant 

reductions in crop yields and diminish the quality of cocoa 

beans, ultimately negatively impacting farmers' income. 

Cocoa production is frequently jeopardized by a range of 

diseases caused by pathogens, one of which is the fungus 

Moniliophthora spp. This fungal disease can cause serious 

damage to cocoa fruit, ultimately leading to reduced yields and 

quality. 

McElroy et al. [7] in his research he combined the Genome 

Wide Association Analysis approach (GWAT) dan Genomic 

Selection (GS) to predict and improve the resistance of cocoa 

plants to diseases caused by fungi Moniliophthora. The results 

of the research conducted succeeded in producing an accuracy 

value of 0.477 to predict the performance of plant traits 

(phenotype) based on genomic data. 

Early detection of cocoa pod rot disease is very important 

to reduce the economic losses caused [8]. So far, disease 

detection has been carried out manually by farmers or 

agricultural experts, which requires a lot of time and effort, 

and has a limited level of accuracy. 

In recent years, the development of image processing 

technology using artificial intelligence (AI) has shown great 

potential in improving accuracy and efficiency in various 

fields, including agriculture such as crops or fruits [9-12]. 

In addition, in relation to the detection of cocoa rot disease 

using deep learning algorithms, there are several previous 

studies that have been conducted, including: Montesino et al. 

[13] using ResNet18 model for disease detection phytophthora

palmivora on cocoa fruit with the prediction accuracy results

obtained being 96%. Soh et al. [14] using five Convolutional

Neural Network (CNN) architecture models, namely VGG-16,

EfficientNetB0, ResNet50, and LeNet-5 to classify cocoa

diseases with an accuracy value of 91.79%. Atianashie [15]

revolutionizing the accuracy of disease detection in cocoa fruit

using Convolutional Neural Network (CNN) with an accuracy

level of 90%.

Several previous studies have discussed the use of deep 

learning techniques which have been proven to provide high 

accuracy in detecting diseases in cocoa fruit [16]. However, 

most of these studies use CNN architectures that focus more 

on image classification without providing more specific 

information about object detection.  
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One of the emerging approaches in object detection in 

images is the You Only Look Once (YOLO) algorithm. YOLO 

is a method in deep learning that can detect objects quickly 

and accurately in one image processing. Unlike traditional 

object detection methods that may perform detection in stages 

(for example, through feature extraction and classification), 

YOLO performs the entire process in one step, allowing for 

more efficient object detection in images [17, 18]. 

In the context of disease detection in cocoa fruit, YOLO can 

be used to detect cocoa fruit that is infected or has direct 

symptoms of disease. For example, in the case of cocoa fruit 

rot disease, YOLO can help identify fruit infected by 

pathogenic fungi such as Moniliophthora atau Phytophthora 

simply by scanning the image of the cocoa fruit taken by the 

camera. The main advantage of YOLO is its ability to detect 

multiple objects in a single image at once, while providing the 

position coordinates of these objects, which makes it very 

suitable for agricultural applications such as plant disease 

detection [19-21]. 

Based on this, this study focuses on the development of a 

cocoa rot disease detection model using YOLO-v9, which is 

one of the latest generations of deep learning-based object 

detection algorithms. YOLO-v9 is not only capable of 

classifying infected cocoa fruits, but also offers significant 

improvements in terms of accuracy, computational efficiency, 

and detection speed compared to previous variants such as 

YOLO-v5 or YOLO-v8 [22, 23]. 

 

 

2. MATERIAL AND METHODS 

 

The research provides a comprehensive explanation of the 

processes and approaches used. The overall methodological 

flow, as illustrated in Figure 1, visually depicts the stages and 

techniques used in the research conducted. 

 

 

2.1 Data collection 

 

This study uses a dataset of cocoa fruit images obtained 

from two different sources, namely from a cacao plantation 

located on Bacan Island, South Halmahera Regency, North 

Maluku Province, and online data sources from 

https://www.kaggle.com/datasets/zaldyjr/cacao-diseases.  

The collected dataset consists of 4291 images categorized 

into two classes: healthy cocoa pods and rotten cocoa pods due 

to disease infection. Each image is labeled to indicate the 

presence of disease and the severity of the infection based on 

visual observation. Label validation is performed by plant 

disease experts to ensure accuracy in labeling, with a double 

verification process to reduce the possibility of mislabeling. 

Images are taken under various lighting conditions, angles, 

and distances, to ensure that the model can generalize well 

across environments. In addition, some images also show 

overlapping or occluded cocoa pods, reflecting the real-world 

challenges of detecting rot diseases in cocoa pods.  

Figure 2 shows a sample dataset of successfully collected 

cocoa pods. 
 

2.2 Preprocessing. Data labelling and augmentation 
 

Before being used for training, the images in this dataset 

were processed through several preprocessing stages. First, 

they were resized to 416×416 pixels to fit the input required 

by the YOLO-v9 model. In addition, data augmentation 

techniques such as rotation, scaling, and color shifting were 

applied to enlarge the dataset size to improve the model's 

robustness to data variations. The image pixel values were also 

normalized to the range [0, 1] by dividing the pixel values by 

255, to help the neural network converge during training. For 

data annotation, a bounding box was applied to each cocoa 

fruit, with a healthy or rotten label according to the visual 

classification performed. Figure 3 shows an example of the 

cacao fruit image data augmentation process. 

 

 
 

Figure 1. Proposed architecture for cacao pod rot disease detection 
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Figure 2. Cacao image dataset sample 

Figure 3. Cacao fruit image augmentation 

Figure 4. Annotations and bounding boxes 

After performing the data augmentation process of the 

cocoa fruit image, the next process is data annotation and 

marking of bounding boxes on each image for labeling. Figure 

4 shows the annotation and bounding box process on the cocoa 

fruit image. 

2.3 Subset division 

The division of training data and testing data is a 

fundamental step in building a model that can produce good 

predictions and not get caught up in the problem of overfitting

[24, 25]. 

The process of dividing training data and test data related to 

the development of a cocoa fruit rot disease detection model 

using YOLO-v9 is made into several subsets or smaller parts. 

The dataset containing images of healthy and disease-infected 

(rotten) cocoa fruits is divided into two main subsets, namely 

80% of the data for model training and 20% for model testing. 

2.4 Modelling 

The model used in this study is YOLO-v9, a deep learning 

model for object detection designed to work in real-time. 

YOLO-v9 was chosen because of its high detection accuracy 

and speed, as well as its ability to detect objects efficiently on 

a variety of hardware [26, 27]. 

The training process was carried out using the Adam 

optimizer with a batch size of 16. The model was trained for 

50 epochs to ensure convergence. Adam Optimizer (short for 

Adaptive Moment Estimation) is one of the optimization 

algorithms used in training deep learning models [28, 29]. 

Model performance is then monitored using the mean 

Average Precision (mAP) and Intersection over Union (IoU) 

metrics to evaluate the accuracy of bounding box predictions. 

[30]. The formula for these two parameters is shown in Eqs. 

(1) and (2) below:

𝑚𝐴𝑃 =
1

𝑘
∑ 𝐴𝑃𝑖

𝑘

𝑖

 (1) 

𝐼𝑜𝑈 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃
(2) 

2.5 Evaluation 

After the training process is complete, the model is 

evaluated using a test dataset that was not used during training. 

The metrics used for evaluation include precision, recall, F1 

score, and mAP. Precision measures the accuracy of object 

detection, while recall measures the model's ability to find all 

relevant objects [31]. F1 score is calculated to provide a single 

measure of model performance, and mAP is used to evaluate 

the overall detection quality. Precision, recall, and mAP were 

chosen as evaluation metrics due to their relevance to practical 

needs in disease detection in the agricultural sector. Precision 

is important to ensure that the model only detects truly infected 

fruits, thus avoiding waste of resources, such as unnecessary 

pesticide use. Recall plays a role in ensuring that all infected 

fruits are accurately detected, reducing the risk of disease 

spread that can harm crop yields. mAP has the advantage of 

not only classifying objects but also providing information 

about the position of infected fruits in the image, thus 

facilitating further decision making. 

The formulas of the evaluation parameters are shown in 

Eqs. (3)-(6) below: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(3) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(4) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(5) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
(6) 

3. RESULTS AND DISCUSSION

To evaluate the performance of the YOLO model in 

detecting cocoa fruit rot diseases, testing was carried out by 

involving several epochs during the training process. Each 

epoch was designed to test the model's ability to recognize 

cocoa fruit diseases, so that it can provide a more 

comprehensive picture of the model's effectiveness. By 
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involving several epochs, namely 10 and 50 epochs, we were 

able to observe changes in model accuracy over time and 

evaluate the model's ability to improve disease detection at 

each stage of training. The dataset used consisted of images of 

healthy cocoa fruit, infected at an early stage, and infected at 

an advanced stage. The data was divided into 80% for training 

and 20% for testing. This approach allowed us to ensure that 

the YOLO model could learn and recognize more complex 

patterns and features in cocoa fruit images. 

Table 1 below shows the test results on images of healthy 

and infected cocoa fruit. 

Based on the experimental results shown in Table 1, the 

model had difficulty in detecting infected cocoa pods at lower 

epochs, especially at epoch 10. This was due to several visual 

and technical factors. Visually, infected pods are characterized 

by darker, uneven, and inconsistently patterned colors 

compared to healthy pods which tend to be brightly colored 

and have a more uniform shape. The infected area on the pod 

often merges or blends with the background such as leaves or 

tree trunks, making it difficult for the model to accurately 

identify object boundaries, especially when the model has not 

been optimally trained. At low epochs, the model is still in the 

early stages of learning and tends to only recognize dominant 

and consistent features such as those found in healthy pods. 

This is reflected in the lower precision and recall values for 

infected pods (80.2% and 78.7%, respectively), as well as a 

high mAP value of 0.78 and loss of 20.6. On the other hand, at 

the 50 epochs, the model performance improved significantly 

because it had acquired better feature representation, thus 

being able to detect both healthy and infected pods with high 

accuracy. Thus, it can be concluded that the difficulty in 

detecting infected pods at the beginning of training is due to 

the complexity of visual features and the limited 

generalization ability of the model at the early stage.  

Figure 5 shows the confusion matrix from the evaluation 

results at 10 epochs and 50 epochs. 

In developing a cocoa fruit disease detection model using 

YOLO-v9, loss and validation loss graphs play an important 

role in monitoring model performance during training. 

Training loss measures the model's prediction error on training 

data, which includes components such as localization loss, 

confidence loss, and classification loss. Ideally, the training 

loss graph will decrease over time, indicating that the model is 

getting better at detecting disease symptoms, such as rotting 

cocoa fruit. Meanwhile, validation loss measures the model's 

performance on data that was not used in training. If the 

validation loss decreases along with the training loss, this 

indicates that the model is able to generalize well on data that 

has never been seen before, which is very important in disease 

detection applications, where the data being tested can come 

from different conditions. However, if the validation loss starts 

to increase while the training loss continues to decrease, this 

could indicate overfitting, where the model relies too much on 

patterns in the training data and cannot detect diseases well in 

new cocoa fruit images. Conversely, if both the training loss 

and validation loss remain high, this indicates underfitting, 

meaning the model has not learned well enough. Therefore, 

carefully monitoring the loss and validation loss graphs can 

help developers improve the cocoa disease detection model, 

ensuring that the model is not only accurate on the training 

data, but can also identify diseases with high accuracy on more 

diverse images. 

 

Table 1. Results of testing healthy and infected cacao image samples 

 

Image Sample Epoch Actual Prediction 
Performance Evaluation 

Precision (%) Recall (%) mAP (%) Loss 

 

10 Healthy 

 

82.5 81.9 0.81 17.9 

 

10 Infected 

 

80.2 78.7 0.78 20.6 

 

50 Healthy 

 

99.7 99.1 0.99 0.6 

 

50 Infected 

 

99.2 98.9 0.99 1.0 
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(a) Epoch 10 

 
(b) Epoch 50 

 

Figure 5. Confusion matrix: (a) Epoch 10; (b) Epoch 50 

 

 
 

Figure 6. Visualization graph of loss and validation 

 

Figure 6 shows the visualization of the loss and validation 

graphs on cocoa fruit images. 

 

 

4. CONCLUSIONS 

 

Based on the results of the development of the cocoa pod 

rot disease detection model using YOLO-v9, it can be 

concluded that this model shows very good performance in 

classifying healthy and infected cocoa pods. At the beginning 

of training (Epoch 10), although the model has shown quite 

good results with precision and recall of around 82.5% and 

81.9% for the "Healthy" class, and 80.2% and 78.7% for the 

"Infected" class, there is room for further improvement. 

However, over time and longer training up to Epoch 50, the 

results show a very significant increase. Precision and recall 

for both classes reached almost 99%, with the mAP value also 

increasing to 0.99, indicating the model's ability to produce 

very accurate predictions. The confusion matrix analysis also 

revealed that at Epoch 50, the classification error between the 

"Healthy" and "Infected" classes was very minimal, indicating 

that the model has succeeded in reducing errors and can 

distinguish the two classes more effectively. 

As a practical contribution, this research can be applied to 

support automatic disease detection in cocoa plants, which can 

improve the efficiency and sustainability of the cocoa industry. 

For future research, several improvements can be made, 

including using transfer learning techniques to utilize models 

that have been trained on larger datasets, and increasing the 

diversity of datasets by adding variations in image conditions, 

such as different lighting, viewing angles, and image quality. 

In addition, testing the model on a real-time system in the field 

will also be very useful to evaluate the performance of the 

model under real-world conditions, which can help improve 

the accuracy and efficiency of disease detection in agricultural 

practices. 
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