
1. INTRODUCTION

Flow and heat transfer processes in a saturated porous 

medium are frequently encountered in many thermal and 
technological processes in refineries,  oil reservoirs, solar 
systems, nuclear reactors and many geophysical flows. In this 
regard, numerous researches have been conducted in this area 
of study, especially, on the flow of the strongly exothermic 
combustible fluid and accurate determination of safe working 
conditions to avoid thermal runaway. Of interest in this paper, 
is the multiplicity of solutions for the dimensionless nonlinear 
boundary value problem (BVP) arising from the momentum 
and energy equations given by Makinde [1] as follows: 
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where  is the Frank-Kameneskii heat generation parameter, 

 is the dimensionless temperature, u is the dimensionless

velocity, 2  is the porous permeability parameter,  is the 

viscous heating parameter and   is the activation energy 

parameter. Equations (1)-(2) models the hydrodynamically 
and thermally developed reactive fluid flow in horizontal 
parallel filled with porous material. In [1], the problem has 
been shown to have a solution by using perturbation 

techniques, In the case when 0   , then (2) reduces to 

the well-known Bratu problem ([2]-[10]). The Bratu problem 
is the simplest combustion equation and has been used widely 
to test the efficacy of several analytical and numerical 
methods.  

The existence of secondary flows in many heat transfer 
processes has been an age-long problem. For instance, Li and 
Liao [11], introduced a transformation to seek the multiple 
solutions to the strongly nonlinear Bratu problem. Moreover, 
Al-Refai [12], applied the idea of maximum principle to 
construct upper and lower solutions of a nonlinear elliptic 
equation that models the steady flow of non-isothermal 
permeable catalyst pellet with first order Arrhenius kinetics. 
Haberts and Gaudenzi [13] constructed upper and lower 
solutions to explain the existence and multiplicity of solutions 
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for a nonlinear BVP. In [14], Naito and Tanaka implemented 
the Strum's comparison theorem together with shooting 
method to establish the existence of multiple solutions to a 
nonlinear BVP.  

Moreover, from a cost accounting perspective, investments 
will go down the drain if the secondary flow superimposed on 
the primary flow is not checked. As a result, to enhance yields 
when working with reactive fluid in a channel filled with 
porous materials, there is need to minimize the secondary 
flows within the flow channel since it reduces the efficiency 
and performance of the entire engineering set up. For more on 
the material flow accounting, interested readers can see the 
comprehensive work in [15-19]  for details.  

 In spite of several works done on reactive fluid flows, a 
survey of the literature showed clearly that existence of 
secondary flow in the class of reactive fluids had received 
little or no attention. Therefore, the specific objective of this 
paper is to investigate the existence of secondary flow 
inherent in a wide range of working reactive fluids especially 
channels filled up with porous materials. In the following 
section, we present the mathematical analysis. 

 
 

2. MATHEMATICAL ANALYSIS 
 

By using the method of an undetermined coefficient, 
equation (1) admits an exact solution of the form: 
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As suggested in [1], the bifurcation analysis suggests that 

the problem will have two solution branches when 
c  . 

The focus is on constructing the multiple solutions, so show 
the non-existence of a unique solution. To seek the solutions 

of the problem when 
c  . Following [11], we set  
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introducing (4) in (2), we get 
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Evidently, the form of nonlinearity in the boundary value 

problem (5) is very tedious to solve. Therefore, we make a 
new transformation 
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Using (6) in (5), we obtain 
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The differential equation (7) is equivalent to the integral 
equation  
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let  ' 0b S , then the standard form of ADM [20] gives 
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Substituting (9) in (8), we have 
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Let the nonlinear terms in (10) be  
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then the Adomian polynomials can be written as 
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and 
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Given (12)-(14), we get the following iterative scheme 
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Thus the partial sum   
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gives the approximate solution to the problem, where j is the 
truncation point of the series. To compute the multiple 
solutions, the expression for the unknown constant is Taylor’s 

series expanded up to the quadratic term (i.e.,  1 0S  ) in 

the form  
 

2

0 1 2 0a a b a b                                                              (17)
 

 
returns two expressions to the unknown constant 
 

2

1 1 0 2

1,2

0

4

2

a a a a
b

a

  
                                               (18) 

 
Hence by using the two constants in (18), we have two 

independent series solutions of the form 
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Substituting (19) in (5), we get 
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So that, the lower and upper solutions are: 
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Equations (1)–(21) are coded in Mathematica and the 

symbolic solutions are shown in Figures 1-7.  
 
 

3. RESULTS AND DISCUSSION 
 

Figures 1-3 represents the lower solution of the problem.  
Figure 1 captured the influence of the Frank-Kameneskii 
parameter on the temperature profile. From the graph, 
increasing values of the Frank-Kameneskii parameter elevates 
the temperature distribution of the fluid due to its exothermic 
nature. Also, Figure 2 represents the influence of viscous 
heating of the fluid on the thermal structure. The result shows 
that every increase in the viscous heating parameter has an 
increasing effect on the temperature distribution.  This is due 
to continuous heat generation within the layers of the moving 
fluid. Figure 3 depicts the effect of porous permeability 
parameter on the temperature distribution. It is observed that 

rise in the porous permeability parameter 2 implies a 

decrease in the porous permeability thus restricting the heat 
flow within the channel. This then resulted in reducing fluid 
temperature distribution within the channel. The upper and 
lower solutions are shown in Figure 4. As observed from the 
plot, the two solutions differ significantly and as such the 
solutions are not the same. However, Figure 5–7 represents 
the upper positive solution of the problem that satisfies the 
boundary conditions but its response to the variation of 
parameters does not obey any known physical law. Hence, the 
upper solution is a secondary heat and fluid flow which 
needed to be minimized for optimal performance of the 
system and improve profit margins. 

 

 
 

Figure 1. Frank-Kameneskii parameter effects on lower 
solution 

 

 
 

Figure 2. Viscous heating parameter effects on lower solution 
 

 
 

Figure 3. Porous permeability parameter effects on lower 
solution 
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Figure 4. Multiple solutions 
 

 
 

Figure 5. Effect of Frank-Kameneskii parameter on upper 
solution 

 

 
 

Figure 6. Effect of viscous heating parameter on upper 
solution 

 
 

4.  CONCLUSION 
 

This paper reports the multiplicity of the solution to a 
nonlinear BVP that models reactive fluid flow in a channel 
saturated with a porous material. The dimensionless nonlinear 
BVP from the momentum and energy equations are solved 
and discussed appropriately. In our future work, the magnetic 
field effect on the non-Newtonian fluid flow based on [21-24] 
would be reported. Summarily, the major contributions from 
the present mathematical analysis are as follows: 

i. the lower solution represents the primary heat flow,  

ii. the upper solution represents the secondary heat flow 
which needs to be controlled for optimal 
performance of the system. 
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